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About This Paper
Artificial intelligence (AI) is poised to significantly affect the American workforce—both civilian and military 
personnel—through job displacement, augmentation, and the need for widespread upskilling. This publica-
tion is intended to inform the policymakers and leaders who are tasked with preparing civilian and military 
workers to create, use, and deploy AI in their jobs. The essays in this publication provide overviews of technical 
and organizational issues, challenges, and actionable insights to help organizations effectively integrate AI and 
equip personnel with AI-related skills.

This work was conducted by RAND Education and Labor in conjunction with the RAND Homeland Secu-
rity Research Division and RAND Project AIR FORCE.

RAND Education and Labor

RAND Education and Labor is a division of RAND that conducts research on early childhood through post-
secondary education programs, workforce development, and programs and policies affecting workers, entrepre-
neurship, and financial literacy and decisionmaking.

More information about RAND can be found at www.rand.org. Questions about this report should 
be directed to rslama@rand.org, and questions about RAND Education and Labor should be directed to 
 educationandlabor@rand.org.

RAND Homeland Security Research Division

The RAND Homeland Security Research Division (HSRD) operates the Homeland Security Operational 
Analysis Center (HSOAC), a federally funded research and development center (FFRDC) sponsored by the U.S. 
Department of Homeland Security (DHS). HSRD also conducts research and analysis for other federal, state, 
local, tribal, territorial, and public- and private-sector organizations that make up the homeland security enter-
prise, within and outside the HSOAC contract. In addition, HSRD conducts research and analysis on homeland 
security matters for U.S. allies and private foundations.

For more information on HSRD, see www.rand.org/hsrd.

iii

http://www.rand.org
mailto:rslama@rand.org
mailto:�educationandlabor@rand.org
http://www.rand.org/hsrd


RAND Project AIR FORCE

RAND Project AIR FORCE (PAF), a division of RAND, is the Department of the Air Force’s (DAF’s) feder-
ally funded research and development center for studies and analyses, supporting both the United States Air 
Force and the United States Space Force. PAF provides the DAF with independent analyses of policy alterna-
tives affecting the development, employment, combat readiness, and support of current and future air, space, 
and cyber forces. Research is conducted in four programs: Strategy and Doctrine; Force Modernization and 
Employment; Resource Management; and Workforce, Development, and Health .  

Additional information about PAF is available on our website:
www.rand.org/paf/

Funding

Funding for this research was made possible by gifts from RAND supporters and income from operations, as 
well as by the independent research and development provisions of RAND’s contracts for the operation of its 
U.S. Department of Defense federally funded research and development centers.

Acknowledgments

We are grateful to RAND internal sponsors Darleen Opfer, Andrew Hoehn, James Chow, and Douglas Ligor. 
We are also grateful for valuable comments from our peers, John Pane, Daniel Egel, and Liz Nguyen, and for 
communications guidance from Melissa Bauman. We thank the RAND quality assurance management team, 
including Stephanie Rennane and Benjamin Master, and the publications and editing team, including Monette 
Velasco and Jaron Feldman. We are also appreciative for administrative and quality assurance support from 
Lea Ann Gerkin and Heather Gillispie. 

http://www.rand.org/paf/


Contents

About This Paper ............................................................................................................................. iii

Summary ......................................................................................................................................... vii

Chapter 1

Introduction ....................................................................................................................................... 1

SECTION A: Integrating AI into the Workforce ............................................ 7

Chapter 2

Taxonomy of AI Adoption Risks and Effect on Adoption in the Workforce  .................................... 8

Chapter 3

The AI Ecosystem ........................................................................................................................... 11

SECTION B: Use Cases—Applying AI in the Workforce ............................. 15

Chapter 4

Rapid-Development Chatbots for Workforce Training and Support ............................................. 16

Chapter 5

To Chat or Not to Chat: Using AI to Communicate with Patients and Relieve the Burden on  

the Health Care Workforce .............................................................................................................20

Chapter 6

Applying AI Tools to Complete Common Human Resource Management Tasks .........................24

Chapter 7

Navigating the AI Landscape: Choosing the Right Tool for the Job ..............................................28

SECTION C: Educating and Training the Workforce to Use AI................... 33

Chapter 8

Upskilling and Retraining the Federal Workforce for AI Adoption .................................................34

Chapter 9

The Promise of AI to Transform Teaching Will Fail If School Systems Do Not Transform Too ......38



vi

Leading with Artificial Intelligence: Insights for U.S. Civilian and Military Leaders on Strengthening the AI Workforce

Chapter 10

Helping Postsecondary Education and Training Institutions Overcome Barriers to Preparing 

the New AI Workforce ..................................................................................................................... 41

Chapter 11

Leveraging AI in the Military Leader Development Framework .....................................................45

SECTION D: Building a More Resilient and Diverse AI Workforce ............. 49

Chapter 12

Retaining Workers with AI Skills in the Federal Workforce ............................................................50

Chapter 13

Is the Domestic AI Talent Pool Sufficient to Meet Public Sector Demand? ..................................54

Chapter 14

Building a Diverse Pool of AI Talent for DHS Recruitment .............................................................57

Chapter 15

Identifying Resilient Skills in an AI-Enhanced Economy ................................................................62

Chapter 16

Engaging the Federal Workforce in AI Implementation ..................................................................66

Chapter 17

Understanding and Addressing Resistance to the Adoption of New Technologies in DoD ..........70

Chapter 18

Principles on AI Implementation for Federal Leaders .................................................................... 75



Summary
Issue 

Artificial intelligence (AI) is poised to significantly affect 
the American workforce—both civilian and military 
personnel—through job displacement, augmentation, and 
the need for widespread upskilling. President Biden’s Octo-
ber 2023 executive order on AI emphasizes the commit-
ment to upskilling the federal workforce in understanding, 
adopting, deploying, and using AI (Executive Order 14110, 
2023). Many federal agencies and U.S. Department of 
Defense (DoD) entities have published AI guidance docu-
ments, several of which are referenced throughout this 
publication. Congress is also exploring the implications 
of advancements in AI in both the general and federal 
U.S. workforces (U.S. House of  Representatives, 2024; 
U.S. Senate, 2023). 

This publication is intended to inform the policy-
makers and leaders who are tasked with preparing civilian 
and military workers to create, use, and deploy AI in their 
jobs. The essays in this publication provide overviews of 
technical and organizational issues, challenges, and action-
able insights to help agencies effectively integrate AI and 
equip personnel with AI-related skills.

Approach 

To create this publication, we harnessed expertise across 
RAND to explore critical policy questions related to AI 
adoption. RAND researchers with diverse backgrounds 
contributed concise, evidence-based essays on key issues 
related to preparing the workforce to adopt AI technolo-
gies. These essays were selected by the editors, using their 
collective experience, to cover a breadth of considerations 
in adopting AI technology into the workplace. The essays 
were then refined through a process of feedback and peer 
review to ensure the highest quality and relevance to 
policy makers and leaders. 

vii



viii

Leading with Artificial Intelligence: Insights for U.S. Civilian and Military Leaders on Strengthening the AI Workforce

Key Findings and Policy 
Implications

Section A: Integrating AI into the Workforce

This section provides a high-level primer on key consider-
ations for integrating AI into the workforce, including the 
types of risks to manage, the types of job functions and 
associated competencies in the broader AI ecosystem, and 
how to address worker resistance to AI adoption. Key find-
ings include the following: 

• Leaders should use a comprehensive taxonomy of 
AI adoption risks to assess and manage these risks 
when integrating AI into processes and operations. 
The taxonomy identifies technical, ethical, legal, 
economic, social, and existential threats, such as 
model inaccuracies, job displacement, and fractur-
ing societal institutions (Chapter 2).

• The AI ecosystem requires a diverse workforce with 
tailored skills for different roles. From developers 
to end users, each role needs a basic understand-
ing of AI’s functionality and potential biases. 
Policy makers should ensure that worker training 
addresses these varied needs and that workers are 
made aware when they are interacting with AI 
(Chapter 3). 

Section B: Use Cases—Applying AI in the 
Workforce

This section provides examples of three common use cases 
of AI-powered tools: processing reams of complex technical 
documents, improving user experience through chat bots, 

and serving as a job aid in human resource management 
tasks, such as processing high-volume job candidate mate-
rials. Key findings include the following: 

• AI-powered chatbots can streamline workforce 
training by providing accurate, real-time support; 
reducing reliance on experienced personnel; and 
minimizing errors. To maximize a tool’s effective-
ness, organizations should prioritize data security, 
transparency, human oversight, and flexibility in 
adapting to policy changes (Chapter 4).

• AI chatbots can streamline administrative tasks 
in health care by reducing provider workload and 
enhancing patient access, but their integration 
must be carefully managed to avoid exacerbating 
biases and compromising patient trust. Prioritiz-
ing chatbot use for routine tasks, ensuring provider 
oversight, and implementing robust regulatory 
frameworks are essential to maintaining ethical and 
effective patient communication (Chapter 5).

• AI tools can enhance human resources (HR) 
processes by automating such tasks as screening 
resumes and creating job descriptions, freeing HR 
professionals to do more strategic work. Organiza-
tions should integrate these tools carefully, with reg-
ular reviews, to ensure accuracy, compliance, and 
alignment with organizational goals (Chapter 6).

• Organizations should choose AI tools based on their 
needs, considering such factors as task complexity, 
available resources, and the value added to opera-
tions. Decisionmakers must conduct a thorough 
cost-benefit analysis to ensure AI solutions align 
with organizational goals and are worth the associ-
ated risks (Chapter 7).
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Section C: Educating and Training the 
Workforce to Use AI

This section highlights considerations for investing in AI 
tools and infrastructure, including upskilling the current 
civilian and military workforce to use AI. There are ways 
in which existing training systems must be adapted to 
prepare the workforce to use AI. Key findings include the 
following: 

• The federal government should prioritize upskilling 
its existing workforce for AI adoption by imple-
menting tailored training programs and investing 
in necessary tools and infrastructure. To sustain 
progress, fostering a culture of continuous learning 
is essential for updating employees on AI advance-
ments and ensuring effective integration across 
operations (Chapter 8).

• For AI to effectively enhance education, school 
systems must realign their policies to prioritize the 
mastery of foundational skills over strict adherence 
to grade-level standards. Without this shift, AI tools 
will fail to reach their full potential; teachers will 
struggle to balance personalized learning and cur-
riculum coverage (Chapter 9).

• Postsecondary institutions—including training and 
credentialing organizations—should form strategic 
partnerships with the AI industry, redesign cur-
ricula, and invest in infrastructure to align educa-
tion with AI workforce needs. To ensure success, 
these institutions must also attract diverse students, 
retain skilled faculty, and leverage government sup-
port to overcome barriers and remain competitive 
in the evolving AI landscape (Chapter 10).

• The U.S. military should integrate AI into its pro-
fessional military education by aligning AI edu-
cation with existing training goals and using AI 
to enhance how training is delivered. A phased 
approach, including the continuous assessment of 
AI’s costs and risks, will ensure responsible and 
effective AI integration in military leadership devel-
opment (Chapter 11).

Section D: Building a More Resilient and 
Diverse AI Workforce

This section provides an overview of key considerations 
for recruiting and retaining diverse domestic AI talent, as 
well as building resilience among the current workforce 
through a focus on the skills in which humans still main-
tain a relative advantage over AI. Key findings include the 
following:

• To retain AI-skilled workers, the federal govern-
ment should offer competitive compensation, 
including retention bonuses tied to service commit-
ments, and create rewarding work environments. 
Additionally, providing ongoing AI training with 
associated service obligations and potential pay 
increases will help align federal opportunities with 
private sector demands and ensure skill relevancy 
(Chapter 12).

• The U.S. government struggles to recruit AI talent 
because of competition with the private sector, a 
limited domestic talent pool, and restrictions on 
hiring foreign-born workers. To overcome these 
impediments, the public sector should emphasize 
non-salary benefits, partner with academic institu-
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tions, and consider expanding eligibility for foreign-
born AI professionals (Chapter 13).

• The U.S. Department of Homeland Security 
(DHS) should prioritize recruiting AI talent from 
minority-serving institutions and underserved com-
munities by leveraging partnerships, career path-
ways, and targeted investments. To ensure work-
force diversity and retention, DHS must enhance its 
diversity metrics and address barriers that hinder 
the recruitment and advancement of women and 
minorities in AI roles (Chapter 14).

• Policymakers and educators should prioritize train-
ing in soft skills—such as interpersonal communi-
cation and complex problem-solving—because these 
are less likely to be automated. Investing in educa-
tion programs that develop these skills will help 
create a more resilient workforce that is prepared for 
an AI-enhanced economy (Chapter 15).

• Federal agencies should adopt a worker-centered 
approach to AI. They should involve employees 
in developing and implementing AI tools to build 
trust and ensure that AI tools meet practical needs. 
To overcome such barriers as siloization, agencies 
should promote collaboration between AI develop-
ers and staff and should continue to track AI use 
cases to refine strategies and practices over time 
(Chapter 16).

• DoD must address workforce resistance to AI adop-
tion, driven by fears of job displacement, lack of 
trust, and skill gaps. DoD can successfully integrate 
AI by focusing on transparent communication, 
comprehensive training, and ethical governance 
while keeping employees engaged (Chapter 17).
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A
rtificial intelligence (AI)—in particular, recent technological advances in 
large language models (LLMs)—has already transformed many business 
sectors (U.S. General Services Administration, undated-a), changing the 
work landscape across industries, reshaping job roles, automating tasks, 

and augmenting human capabilities. This technological revolution presents a mix 
of opportunities and challenges for the federal civilian and military workforce. 

Although there is no standard definition of AI, it commonly includes artificial 
(i.e., not human) systems or techniques that can perform a variety of tasks without 
significant human oversight. These systems demonstrate human-like qualities, 
such as learning from experience, by analyzing incoming data to improve how they 
perform a task. AI tools and systems can mimic—with varying degrees of success—
other human attributes, such as reasoning, communicating, and decisionmaking 
(U.S. General Services Administration, undated-b). AI systems and techniques 
power such tools as some chatbots and copilots. 

CHAPTER 1 

Introduction
Rachel Slama, Nelson Lim, Douglas Yeung, eds.
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To date, advancements in AI are task-specific or 
narrow. Scientists have not yet achieved a general intel-
ligence that can learn an array of tasks, equivalent to 
human capabilities, although some suggest that artificial 
general intelligence may be available soon. Given the 
rapid pace with which AI has been integrated into soci-
ety and the likely technological advances, many scholars 
assert that AI is here to stay. Workplaces, workers, and 
employers must adapt. 

Leveraging the Promise of AI in the 
Workforce and Mitigating Its Harms 

AI’s ability to augment human capabilities and enhance 
efficiency has the potential to significantly benefit the 
workforce, enabling employees to focus on higher-value, 
creative, and strategic work. AI can automate repeti-
tive tasks, analyze large datasets to identify patterns 
and insights, personalize user experiences, and support 
data-driven decisionmaking. These advantages can lead 
to increased efficiency, better outcomes, and enhanced 
customer satisfaction. AI-driven tools have the potential to 
empower workers to make informed choices and improve 
their problem-solving skills. 

At the same time, AI presents challenges, such as 
job displacement and a widening of the gap between the 
demand for advanced technical skills and the supply of 
workers who have them. The impact of these changes can 
vary across demographic groups, exacerbating income 
inequality (Manning, 2024). Workers may harbor concerns 
about AI that affect worker morale and well-being. For 
example, Americans are wary of specific workplace uses 
of AI, such as for hiring decisions (Rainie, 2023). Workers 

need reskilling and upskilling to remain employable in an 
AI-driven economy.

One step toward leveraging the promise of AI in the 
workplace is to develop better evidence for AI’s benefits 
and risks and for implementation steps that mitigate con-
cerns. The White House, by executive order, has tasked the 
U.S. government with identifying and addressing many 
implementation barriers to effectively and responsibly 
integrating AI into current federal workstreams (Executive 
Order 14110, 2023). Ethical concerns, such as the potential 
for biased decisionmaking and AI hallucination (generat-
ing incorrect or nonsensical information), underscore the 
need for robust governance, continuous monitoring, and 
transparent AI systems to mitigate negative impacts. 

Federal Efforts on AI in the 
Workforce 

Efforts on integrating AI into the federal workforce are 
well underway. For example, at the time of writing, almost 
one year has passed since the October 2023 release of the 
President’s executive order on the “Safe, Secure, and Trust-
worthy Development and Use of Artificial Intelligence” 
(Executive Order 14110, 2023). The executive order requires 
the federal government to report on how agencies are using 
AI through an inventory of AI use cases in a searchable 
spreadsheet or through short vignettes by agency (AI.gov, 
2023). In November 2023, the U.S. Department of Defense 
(DoD) released an AI Adoption Strategy with the aim of 
responsibly and rapidly leveraging decades of progress in 
data, analytics, and AI for business operations and warf-
ighting (Clark, 2023). 
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Many of the deliverables mandated in the executive 
order have already been generated, while others are longer-
term initiatives.1 The initiatives touch on challenges across 
the employment life cycle. In the education realm, there 
are initiatives supporting AI education and workforce 
development (such as those led by the National Science 
Foundation) and pilot programs to bolster existing train-
ing programs for AI talent (such as those led by the U.S. 
Department of Energy and National Science Foundation). 
In the areas of recruiting and retention, there are initia-
tives to attract and keep more foreign-born AI talent (such 
as those led by the U.S. Department of State and the U.S. 
Department of Homeland Security [DHS]) and to identify 
and mitigate critical labor shortages in the science, tech-
nology, engineering, and math (STEM) workforce (such as 
those led by the U.S. Department of Labor). In addition, all 
agencies are directed to designate a chief AI officer to coor-
dinate their agency’s use of AI, promote AI innovation, and 
manage related risks. Since the executive order established 
a centralized front door to federal AI jobs, participating 
tech talent programs report a surge in applications and 
hiring, according to the government’s AI and Tech Talent 
Task Force. However, the task force identified gaps in exist-
ing infrastructure, tools, and resources (AI and Tech Talent 
Task Force, 2024).

DoD’s AI Adoption Strategy also emphasizes the need 
for “an educated, empowered workforce” that can use 
cutting-edge tools, conduct advanced research, and inte-
grate with allies and partners (DoD, 2023, p. 4). At the core 
of this strategy is the need to expand digital talent manage-
ment in DoD through increased hiring, training, upskill-
ing, and retention of workers in data, analytic, and AI-
related jobs. The DoD strategy is folded into a larger U.S. 

government strategy and must be coordinated within the 
broader AI ecosystems of academic and industry partners. 

This collection of essays complements existing RAND 
research and stakeholder frameworks on federal action 
on AI with a deep dive into upskilling and retraining the 
existing federal workforce, leveraging the domestic AI 
talent pipeline, and evolving existing education and work-
force training systems. 

Purpose of This Publication

This essay collection provides objective and independent 
insights from diverse RAND experts to help policymak-
ers, educators, and industry leaders navigate the challenges 
and opportunities of AI in the U.S. workforce. These essays 
were selected by the editors, using their collective experi-
ence, to cover a breadth of considerations in adopting tech-
nology into the workplace.

The goal of this publication is to foster an informed 
approach to integrating AI into the workforce, enabling 
leaders to create a future in which AI enhances human 
capabilities, drives innovation, and benefits society. This 
collection serves as a starting point for the conversations 
and collaborations needed to build a resilient and adaptable 
workforce in the age of AI. 

Contributors and Their 
Perspectives

The contributors have expertise across every disciplinary 
area at RAND (RAND Corporation, undated), emblem-
atic of the types of cross-disciplinary analysis needed to 
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address the far-reaching implications of AI in the civilian 
and military workforce. The authors are trained in engi-
neering and the applied sciences (e.g., information science, 
applied mathematics, computer science, engineering, bio-
medical engineering), economics, sociology, and statistics; 
behavioral and policy sciences (psychology, education, 
public policy, management); and defense and political sci-
ences. Their backgrounds range from one year of work 
experience to nearly four decades at RAND. Author biogra-
phies are included at the end of this publication.

Structure of This Publication

This collection of essays is organized into the following 
four sections: 

• Section A (“Integrating AI into the Workforce”) 
examines the benefits of AI, such as increased effi-
ciency, and the challenges it presents, including job 
displacement and ethical concerns.

• Section B (“Use Cases—Applying AI in the Work-
force”) provides real-world examples that demon-
strate how AI enhances productivity and creates 
new roles across sectors. 

• Section C (“Educating and Training the Work-
force to Use AI”) discusses the need to update edu-
cation and training systems to equip workers with 
the skills necessary for an AI-driven job market.

• Section D (“Building a More Resilient and Diverse 
AI Workforce”) explores strategies for developing a 
workforce that is resilient to technological changes 
and diverse in both skills and perspectives.

Together, these essays provide an expansive overview 
of the impact of AI on the workforce, the practical appli-
cations of AI across sectors, the necessary adaptations to 
education and training infrastructure, and strategies for 
building a strong and adaptable workforce in the face of 
technological advancements.

Notes
1  A summary of provisions, action type, and department(s) tasked with 
executing the requirements is available from Freedman Consulting, 
undated.
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Section A 

INTEGRATING AI INTO 
THE WORKFORCE



A
rtificial intelligence (AI) is the elephant in the breakroom at many work-
places. As employees incorporate AI into their daily tasks, it can be a 
daily reminder of the risks that AI poses to their livelihoods. However, the 
threat to employment is just one of many risks that AI poses to the work-

force. We propose a risk taxonomy to help stakeholders understand the multiple 
threats that AI poses to the workforce.

A risk taxonomy can serve as a guide to identify, assess, and address various 
risk factors more effectively, so that workforce leaders can take a comprehensive 
approach to risk management while integrating AI into the workforce. In Table 2.1, 
we provide an example AI adoption risk taxonomy derived from the literature. We 
highlight a broad spectrum of risks that goes beyond simple technical failures, both 
in scope and severity. Because AI adoption risks can vary across sectors and worker 
groups, leaders should start with the sample taxonomy shown in Table 2.1, which 
showcases numerous risk categories that should be examined. The risk categories 
documented in the table are not exhaustive; leaders should refine the categories 
appropriately to fit their respective sectors.

CHAPTER 2 

Taxonomy of AI Adoption Risks and 
Effect on Adoption in the Workforce 
Jessie Wang, Jody Chin Sing Wong
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TABLE 2.1

Taxonomy of AI Adoption Risks with Examples

Category Types Examples

Technical risks • Model inaccuracy
• Data privacy concerns
• System vulnerabilities

• Biases or inconsistencies in training data 
• Bugs or errors in algorithms 
• Incorrect threat assessments, misidentification of 

individuals, non-optimal decisions 
• Increased susceptibility to cyberattack and 

exploitation 

Ethical risks • Lack of fairness, transparency, or 
accountability

• Deliberate deception

• Deep fakes and other deceptive content
• Widened inequity in access to AI
• Manipulation of public opinion and erosion of trust in 

information sources 

Legal and regulatory 
risks

• Failed compliance 
• Unauthorized use of intellectual property

• Lack of clarity in whether the use of AI or related data 
is authorized

• Discriminatory hiring practices or unfair monitoring
• Increased socioeconomic inequality
• Unfair distribution of financial gains from AI use 

Economic risks • Job displacement
• Skills mismatch
• Market manipulation

• Workers replaced with automation
• Workers cannot meet evolving demand for skills
• Market monopolization
• Increased socioeconomic inequality
• Unfair distribution of financial gains from AI use

Social and 
psychological risks

• Lack of public trust in AI technologies
• Negative emotional responses to working 

with AI

• Fear of being replaced by AI
• Widened social stratification
• Increased job dissatisfaction
• Decreased human interaction
• Undesirable workplace dynamics
• Widened social unease from labor market restructuring

Existential risks • Emergence of superintelligence
• Loss of human control 
• Misalignment of AI goals and human values

• Creation of harmful biological agents, either 
intentionally or accidentally

• Superintelligent AI pursues goals that are misaligned 
with human values or detrimental to human survival 
and well-being

• Global instability
• Doubt in human scientific and technological progress
• Ethical considerations

SOURCE: Authors’ analysis of sources listed in the “References” section to this chapter.
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T
he AI ecosystem requires a workforce with a diverse set of skills, and the 
required understanding of AI systems varies by an individual’s position 
relative to the AI system. To upskill the workforce to develop and use AI, 
policymakers, educators, and others need to develop and deploy training 

programs. However, one size does not fit all; the requisite skills and competencies 
will differ for workers based on their positions in the AI ecosystem. That said, there 
are some common things that everyone should understand about AI systems. In 
this essay, we describe the AI ecosystem, explain how people relate to AI systems, 
and conclude with some considerations for policymakers.

Supply and Demand in the AI Ecosystem

Figure 3.1 is a simplified portrayal of the AI ecosystem that captures both the 
supply and demand sides. The supply side represents those entities that feed the 
algorithms, computing power, and data used to produce AI systems. The supply 

CHAPTER 3

The AI Ecosystem
Carter C. Price, Madison Williams
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side includes individuals with such careers as data entry 
professionals, computer scientists, and data center workers. 
On the demand side are users of the AI system—typically 
people involved with knowledge work who use AI tools to 
analyze data, produce written text, or generate images, but 
also decisionmakers and the general public.1 

Although AI developers are the highly visible tip of the 
iceberg, they are supported by a variety of other firms and 
organizations, including a wide array of data providers and 
computation suppliers and a workforce with specialized 
skills. Workers in the AI ecosystem are, thus, not restricted 
to the most visible segment of AI algorithm developers. 

 Likewise, workers who use AI as part of their jobs will not 
just include those who perform knowledge work tasks. 
These are only a narrow slice of workers involved in the AI 
ecosystem. The top half of Table 3.1 presents the key parts 
of the supply side of the AI ecosystem, an explanation of 
what they do, and the skills or knowledge they need to do 
their jobs. Because each component of the supply side ful-
fills a unique role, the skills required vary substantially. 

The bottom half of the table shows the same informa-
tion for the demand side. Individuals’ roles vis-à-vis AI 
systems can change throughout the day; sometimes they 
may be users, and at other times they could be making 

FIGURE 3.1

The AI Ecosystem

Government

Data sources

Computing platforms

Information consumers

AI developers AI users Decisionmakers
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decisions or consuming AI information. But data are 
essentially always being collected about individuals, and 
individuals are nearly always subject to AI algorithms. One 
key thing to acknowledge is that not all AI interactions are 
consensual or known to the person interacting with the AI 
system. For example, AI is widely used in hiring decisions 
(Myers, 2023) and has been found to exhibit bias (e.g., see 
Dastin, 2018). Similarly, not all data are collected consen-

sually or in a way that is transparent to the public about 
whom data are collected (Thorbecke, 2024).

Lastly, government policymakers could target any of 
the entities described above directly, or the relationships 
and interactions between organizations could be targeted 
(e.g., as of this writing, there are export restrictions on 
some segments of computing platforms, primarily the 
highest-performing processors). Government can also 

TABLE 3.1

Key Parts of the AI Ecosystem

Component Description Workforce Skills or Knowledge

Supply side

AI developers Companies and workers that make AI 
systems by developing and applying 
algorithms to datasets that train AI models

A strong background in computer science 
or a related field

Data owners People and organizations that collect 
data from a variety of sources 

Data literacy to ensure data standards are 
met and privacy is protected

Computing 
providers

Companies and workers that develop, 
build, and maintain computing platforms, 
ranging from cloud services to edge 
devices, such as phones, laptops, and 
desktops

Varies by role but could include information 
technology to maintain systems, electrical 
engineering for chip design, or vocational 
training relevant to building infrastructure

Demand side

AI users People who directly interface with AI 
systems

A minimum level of AI literacy that includes 
an understanding of how these systems 
work and how they can go wrong

Information 
consumers

People who receive information from AI 
systems (may also be AI users)

An ability to critically assess information 
and determine whether it is AI-generated

Decisionmakers People who use AI outputs to make 
informed decisions (may also be AI users 
and information consumers)

A knowledge of potential biases or other 
limitations of information

General public People who are subject to AI decisions 
and supply AI systems with data

An understanding of personal interactions 
with AI and the potential biases and other 
flaws in AI systems
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operate in most of the roles described: supplying data, 
developing models, housing computing infrastructure, 
using models, and other roles.

Conclusion

When making decisions about AI and the workforce, 
policy makers should consider the full breadth of workers 
in the AI ecosystem—not just computer scientists. Workers 
with vocational training are necessary as well. The skills 
that these workers need vary substantially, but there are 
things that everyone who interacts with AI systems need 
to understand, such as how the systems operate (at least 
at a high level), the types of problems that AI is suitable to 
address, and how the systems fail. 

Workers also need to be aware that many of their inter-
actions with AI systems are hidden. They may be supplying 
data to AI models unknowingly, and they are subject to 
decisions made or informed by these systems, which have 
biases and other flaws. 

By having a baseline level of understanding, AI users, 
information consumers, and decisionmakers can be safe, 
savvy consumers of AI products and informed makers of 
AI policy.

Notes
1  Knowledge work can be thought of as tasks that require knowledge 
rather than physical labor to accomplish the desired outcome.
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Section B 

USE CASES—APPLYING 
AI IN THE WORKFORCE



W
orkforce training and support can be time-consuming, labor-intensive, 
and costly for large organizations, but AI-powered chatbots could help 
provide some answers. Document-based chatbots can provide instant, 
knowledgeable assistance to employees navigating complex procedures 

and regulations, and they can be quick and easy to put in place. If designed prop-
erly, such chatbots have the potential to revolutionize workforce training and sup-
port, but poor design can waste resources while providing inaccurate guidance. 

Drawing from a prototype tool under development at RAND, we provide prin-
ciples for success and an architecture for implementing document-based chatbots 
into workforce training.

The Prototype Tool 

The RAND Federal Emergency Management Agency (FEMA) Public Assistance 
program for the coronavirus disease 2019 (COVID-19) pandemic illustrates the 

CHAPTER 4 

Rapid-Development Chatbots for 
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potential benefits of AI-powered chatbots. Modern AI 
systems can identify the concepts involved with answering 
a question and respond accurately and comprehensively to 
questions, even when those questions do not use the same 
wording as the documents that contain the answers. The 
AI tool can also present answers in a way that may be more 
tailored and comprehensible to the workers who are asking 
the questions.

In the FEMA project, dozens of RAND analysts are 
tasked with navigating complex guidance documents and 
training materials to help FEMA avoid granting duplicative 
benefits. This effort involves a combination of account-
ing expertise and legal reasoning to ensure that decisions 
involving hundreds of millions of dollars are consistent, 
fair, and based on evolving policies that are documented in 
hundreds of pages of written material. 

Currently, experienced analysts are responsible for 
training newcomers and providing expert support, but 
their availability is limited because of demanding case-
loads. AI-powered chatbots can offer continuous support 
by accurately applying complex FEMA policies, cross-
referencing claims against past decisions for consistency, 
and flagging potential issues for human review. 

The tool that we are developing shows promise for 
enhancing and standardizing human judgment, stream-
lining processes, reducing errors, and ensuring consistent 
outcomes, thereby better serving health care providers and 
the public in the aftermath of the pandemic. At the time of 
this writing, the tool consists of (1) several hundred pages 
of documentation and training materials that cover the 
vast majority of questions that analysts might have and 
(2) a retrieval augmented generation (RAG) system that can 
find, summarize, and provide links back to the authorita-

tive documentation in which the question is addressed. 
Although this system is still under development, prototype 
experiments and pilot testing have brought several prin-
ciples into sharp focus that are likely to be essential to the 
success of projects of this sort. 

Principles for Success

Security First

Protecting sensitive internal government data is essential. 
Many LLM tools use uploaded data for future model train-
ing. This means that proprietary information may become 
part of the next public-facing model’s “common sense” 
understanding of the world. Workforce training chatbot 
projects should establish comprehensive data-sharing rules, 
consider in-house models for sensitive data, and regularly 
update data-protection policies. Our project uses a secure 
version of OpenAI/Azure GPT-4 as its basis.

Transparency Matters 

The chatbot should always show its work, linking back 
to source documents to build trust and enable verifica-
tion. These links should be convenient to use, and workers 
should be trained to use them routinely.

Maintain Human Responsibility 

AI is a powerful tool but, in this context, not a replacement 
for human judgment. The goal is to augment and train 
the human workforce to make better, faster, and more-
consistent decisions, not to replace it. Our system is not 
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designed to produce final work products but rather to sup-
port the analysts who are producing those products.

Train on Policy Documents 

Documents should be comprehensive, internally consistent, 
and authoritative (although they need not be fully orga-
nized or indexed as they would need to be to support direct 
human use). Modern LLM-based tools excel at finding 
relevant information in human-readable documents and 
surpass human performance in navigating complex and 
poorly organized material—as long as the correct answers 
are in the documents somewhere. Our current prototype 
does not reason beyond what is contained in the training 
corpus, although other tools—such as OpenAI’s ChatGPT 
and Google’s NotebookLM—can combine specific training 
documents with general knowledge. This means that the 
training documents for these tools can be less comprehen-
sive, but this has trade-offs with respect to both reliability 
and data security.

Flexibility Is Key 

The chatbot should be as adaptable as the policies it inter-
prets and easily updatable as guidelines change. Current 
LLMs can often handle retraining on hundreds of pages of 
material in seconds, allowing the models to be retrained 
each time guiding documents are updated. This allows 
humans to maintain the human-generated guiding docu-
ments and the chatbot tool to remain up to date. An update 
strategy should be explicitly addressed, for instance, by 
adding a list of frequently asked questions to the corpus to 
address specific shortcomings in chatbot responses. Our 

prototype requires a collection of PDFs (including PDF ver-
sions of webpages) to be kept up to date. A next-generation 
design would enable the use of a mix of PDFs and web-
pages, and the model would update automatically when 
these webpages change.

Implementation Architecture

Several general architectures are available for implement-
ing rapid-development AI chatbots. As of this writing, 
major approaches include RAG, fine-tuning, and large 
context windows. Each of these has strengths, and the best 
fit will depend on the nature of the specific task. 

RAG involves slicing each document into smaller 
(often one-page) parts, indexing them with mathematical 
embedding vectors, and storing them in a vector database. 
This technique is extremely powerful for finding and link-
ing back to specific facts and concepts in the text, but it 
currently has real limitations in terms of its ability to draw 
inferences from different bits of retrieved information or 
to synthesize information that is indirectly relevant to the 
query. We chose this approach because it can be done with 
off-the-shelf tools and does not require specialized pro-
gramming for the LLM to ingest the training documents 
and provide useful answers.

Fine-tuning involves creating large numbers of query-
response pairs based on material in the documents and 
training the model to respond accurately to a wide array of 
queries. This can produce excellent responses but makes it 
difficult to link back to the specific places in the text that 
support each part of an answer. It may also result in mean-
ingfully slower and more expensive training and updating 
compared with other approaches.
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Large context windows are increasingly available and 
allow LLMs to actively consider hundreds of pages at once 
when generating a response. As of this writing, models 
with extremely large context windows can have issues with 
attention and positional encoding that can lead them, for 
example, to pay more attention to the beginning and end of 
the training corpus than to the middle of it. This can cause 
these models to miss important information. They also 
tend to have less reasoning power than models that have 
more-focused context windows. The ability of this technol-
ogy to both reason coherently about the whole contents of 
a corpus and to link back to key information is evolving 
rapidly and may eventually become a preferred approach.

Conclusion

Integrating AI-powered chatbots into workforce train-
ing and support has the potential to enhance efficiency, 
knowledge-sharing, and decisionmaking within complex 
regulatory environments. These chatbots can be stood up 
quickly and inexpensively and can be trained using the 
same documents that are used to train human analysts. By 
providing timely, accurate assistance, these chatbots can 
reduce the burden on experienced personnel and minimize 
errors, ultimately empowering the federal workforce to 
serve the public with greater consistency and accuracy.



A
s the number of patient messages sent through patient portals dramati-
cally increases, health care systems and providers are looking to AI 
chatbots as a way to increase efficiencies in patient-provider communica-
tion while maintaining provider responsiveness and reducing burnout 

( Holmgren et al., 2022; Tai-Seale et al., 2019). We weigh the promise of AI chatbots 
in improving workforce efficiencies and for reducing burnout in the health care 
workforce alongside ethical, social, and quality concerns.

CHAPTER 5

To Chat or Not to Chat: Using AI 
to Communicate with Patients and 
Relieve the Burden on the Health 
Care Workforce
Skye A. Miner, Rushil Bakhshi, Julia Bandini, Laurie T. Martin
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AI Chatbots May Assist with 
Administrative Tasks to Decrease 
Burdensome Touchpoints

Given the limited amount of time that health care provid-
ers can spend with patients and the increasing number of 
messages that providers receive, chatbots could assume 
responsibility for replying to some of the messages to allow 
the health care workforce to spend more time providing 
direct patient care. AI chatbots are already being used to 
assist patients and staff with appointment scheduling, bill-
ing, and insurance inquiries. In the future, AI chatbots 
may also be able to effectively distinguish among types of 
messages, removing messages from a physicians’ queue that 
are better suited to billing, scheduling, or other depart-
ments. This could help streamline health care providers’ 
workflows so that providers would no longer be responsible 
for reviewing all messages.

AI Chatbots May Be Used to Better 
Streamline Patient Care Interactions 

Providers may routinely use chatbots to directly answer 
patient questions, formulate example responses, and create 
and refine educational materials. Chatbots have been 
shown to be effective for answering patients’ dermatology 
and diabetic foot ulcer management questions (Reynolds 
et al., 2024; Shiraishi et al., 2024), creating patient educa-
tional material for appendicitis and orthopedic support 
(Ghanem et al., 2024; Morya et al., 2024), writing patient 
discharge summaries (Patel and Lam, 2023), and support-
ing patients’ mental health by providing education and self-
support methods (Vaidyam, Linggonegoro, and Torous, 

2021). In the near future, chatbots may help providers com-
municate with their patients in language that is simpler, is 
more empathetic, and uses less medical jargon (Ayers et al., 
2023). 

Chatbots, if trained appropriately, may also be able 
to collate large amounts of patient data to provide more-
nuanced responses based on a patient’s medical history and 
other characteristics, which may alleviate provider burden. 
AI-driven chatbots could enable predictive analysis and 
proactive health care to further augment remote patient 
monitoring and telehealth capabilities. Early detection and 
intervention may help patients manage their conditions 
at home, decrease hospital admissions, and reduce time-
consuming interventions—all of which ease the work-
loads of health care providers. Moreover, initial triaging 
by AI-driven chatbots may help assess whether self-care 
is sufficient, a telehealth consultation is needed, or an in-
person visit is required. Chatbots can also make telehealth 
or in-person appointments more efficient by gathering 
preliminary information from the patient beforehand. This 
approach may help improve access for patients who live in 
rural areas, have mobility issues, or may not have the time 
or resources for in-person medical appointments. 

AI Chatbots May Create Problems 
or Exacerbate Existing Problems in 
Health Care Communication

Although AI chatbots may reduce provider workload and 
improve communication, the use of AI in patient commu-
nication could exacerbate existing racial and other biases 
within the health care system, reduce patient trust in their 
provider, create privacy and transparency concerns, and 
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increase the time that providers spend reviewing electronic 
documentation (a source of burnout) rather than focusing 
on patient care. For example, because of training biases, 
chatbots may favor particular linguistic patterns or cultural 
norms, so their responses could be less effective and rel-
evant for communicating with marginalized patients. As 
a result, the American Medical Association has suggested 
that governments—as well as health care institutions, prac-
tices, and professional societies—should take a risk-based 
approach to AI, meaning that the level of scrutiny, valida-
tion, and oversight should be proportionate to the potential 
harms and consequences of the technology (American Med-
ical Association, 2023). Thus, the integration of AI chatbots 
to address administrative health care tasks may be able 
to immediately decrease provider workload, while more-
complex communication tasks may require more regulatory 
and provider oversight and resources in the short term. 

Although this framework may help to evaluate the risks 
of chatbots, it does not address the concern that patients will 
not readily accept the widespread use of chatbots for com-
munication (further creating a disconnect between patients 
and providers). Patients may be concerned with sharing 
sensitive health information, and providers may have res-
ervations about the accuracy and reliability of AI chatbots 
because the algorithms may be biased and can overgeneral-
ize or hallucinate. These biases in AI algorithms could be 
caused by such issues as a lack of diversity in training data 
to ensure adequate representation of racial or ethnic groups, 
biased feature selection, and model overfitting.

In the near term, so that providers can spend more 
quality time with patients, health system integration of 
chatbots in health care should prioritize reducing admin-
istrative burden, including repetitive tasks, and providing 
educational materials. As chatbots become more widely 
used for more-complex communication, health systems 
will need to provide training and resources for providers 
so that they can recognize and document biases, inefficien-
cies, and other areas in which chatbots may struggle with 
health care situations (e.g., situations that require more 
personalized care or appropriate responses to the nuanced 
emotional or psychological needs of patients). 

Considerations for the Future

AI chatbots may provide greater access to key health infor-
mation that patients need and may lessen the burden on 
health care providers to engage heavily in communications. 
However, chatbots cannot provide health care solutions on 
their own and will require provider oversight to ensure that 
information is correct and appropriate. Moreover, mitigat-
ing data privacy and transparency risks with a risk-based 
approach while also developing more-robust regulatory 
and trust frameworks will be crucial to ensure the ethi-
cal, equitable, and reliable application of AI in health care 
communication.
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H
uman resource management (HRM) professionals perform a variety of 
essential yet repetitive and time-consuming tasks to support employee pro-
ductivity, performance, and satisfaction. With advancements in technol-
ogy, organizations everywhere are exploring how AI could expedite many 

traditional human resources (HR) tasks and free up that workforce to perform more 
meaningful tasks. In this essay, we examine the potential uses for two types of AI in 
HRM and some practical tips for using such tools. 

HR Tasks That Lend Themselves to AI 

AI is most useful for HR tasks that require 

• processing and analyzing high volumes of data (e.g., reviewing resumes from 
thousands of applicants) 

CHAPTER 6 

Applying AI Tools to Complete 
Common Human Resource 
Management Tasks
Sean Robson, Maria C. Lytell, Tracy C. Krueger

24



25

Applying AI Tools to Complete Common Human Resource Management Tasks

• standardizing inconsistencies across different cases, 
such as producing position descriptions for different 
roles in the organization

• repeating steps, such as parsing knowledge, skills, 
abilities, and other characteristics (KSAOs) from 
position descriptions

• analyzing information in real time, such as sum-
marizing employee survey results for organizational 
leadership.

Two main types of AI technologies could be useful for 
HR tasks and have minimal start-up costs: embeddings and 
generative AI (e.g., ChatGPT). 

Overview of Embeddings and 
Generative AI for HRM

Embeddings and generative AI use models that are pre-
trained, often with publicly available data (e.g., content on 
the internet), which reduces start-up costs. In almost all 
cases, these technologies lack the precision and consistency 
to replace HR expertise. Instead, HR professionals can use 
them to augment current practices and workflows.

Embeddings

Embeddings are numerical representations of text, such 
as words, sentences, and paragraphs. Each piece of text is 
represented in a multidimensional space. The closer that 
two pieces of text are in this space, the more similar they 
are in context. For example, terms that are similar but that 
use different words (e.g., machine learning and statistical 
modeling) would be closer in proximity than two unrelated 

terms (e.g., machine learning and autobiography). Embed-
dings are therefore useful to find similarities between dif-
ferent sets of text. Embeddings can be useful for the follow-
ing types of HR tasks:

• matching a job candidate’s skills with the required 
skills for a position

• finding employees within an organization who have 
specific skill combinations

• creating an internal skills database by grouping 
similar skills into categories

• updating an existing internal skills database by 
evaluating the similarity of new or emerging skills 

• directing employees to relevant policies based on 
their questions.

Figure 6.1 illustrates the steps that can be used to 
create and use embeddings for HR tasks. 

Generative AI

Generative AI, such as ChatGPT, is useful for extracting 
and organizing data, as well as creating new content based 
on guidelines. ChatGPT can be used for the following 
types of HR tasks:

• summarizing required qualifications and key 
responsibilities from a job description 

• suggesting labels for KSAOs based on job 
descriptions 

• organizing KSAOs into a hierarchical structure
• writing job announcements.

If an HR professional wants to use ChatGPT to create a 
job announcement, the steps in Figure 6.2 can be used as a 
general guide. 



26

Leading with Artificial Intelligence: Insights for U.S. Civilian and Military Leaders on Strengthening the AI Workforce

FIGURE 6.1

Steps for Creating and Using Embeddings for HR Tasks

Define the 
purpose
(e.g., find 
similarities 
between two 
sets of text or 
group items 
within one set 
of text)

Choose 
length of
text to be 
embedded
(e.g., concepts, 
sentences, 
paragraphs)

Preprocess 
text
(e.g., expand 
acronyms to 
their full 
names)

Convert
text to 
embeddings
(e.g., use 
pretrained 
model)

Apply 
statistical 
methods
(e.g., cluster 
analysis of 
skills)

Evaluate and 
validate
(i.e., subject- 
matter experts 
assess quality 
and relevance 
of outputs) 

1 2 3 4 5 6

FIGURE 6.2

Steps for Using ChatGPT to Create a Job Announcement

Provide a 
clear prompt

Provide an 
example
(e.g., job 
announce-
ment)

Ask simple 
questions
Request 
ChatGPT to ask 
you questions 
about the new 
position

Provide more 
information
Answer 
ChatGPT’s 
guided 
questions to 
provide details 
about the 
position

Create
the job 
announce-
ment
Ask ChatGPT 
to create the 
job announce-
ment

Reformat
the job 
announce-
ment
Prompt 
ChatGPT to 
reformat the job 
announcement 
if needed, using 
the example 
from Step 2

1 2 3 4 5 6
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Conclusion

AI technologies offer opportunities to expedite a variety 
of HR tasks. To get the best results, some experimentation 
will be needed to determine which HR tasks AI technolo-
gies can be applied to and what prompts work best. Most 
importantly, implementation of any AI into HRM should 
be coupled with regular, systematic reviews of outputs to 
ensure that the results are in line with expectations and 
meet organizational and legal requirements. 



M
any organizations think that AI could be the answer to their problems,1 
but are they asking the right questions? We provide an overview of fac-
tors to consider and questions to ask to aid organizations in selecting an 
appropriate AI for their needs. 

The three types of AI that we discuss in this essay are machine learning (ML), 
deep learning (DL), and generative AI. ML methods focus on systems that learn to 
perform predictive and classification tasks by analyzing input (i.e., training) data 
(IBM, undated-b). Some ML methods involve assumptions about the structure of 
the relationship being modeled (similar to such traditional methods as linear regres-
sion), while other methods flexibly learn these relationships from the training data. 
DL is a subset of ML that focuses primarily on the use of neural networks designed 
to recognize patterns in large input data (Holdsworth and Scapicchio, 2024). 
Because of their flexibility, DL methods are particularly suitable in cases in which 
the underlying relationships between data and outputs are highly complex. Finally, 
generative AI is a type of DL that is designed to generate new content (Holdsworth 
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and Scapicchio, 2024). Generative AI methods respond to 
user prompts by imitating the human-generated content in 
training data, making these methods capable of creating 
text, images, video, audio, and other outputs that appear as 
though they could have been created by a person. 

Each of these AI methods has limitations and risks. 
For instance, in some cases, ML methods that appear accu-
rate in training may be much less accurate when applied to 
new data. DL methods used for image classification some-
times may mistake some objects for others even when the 
difference is obvious to humans, such as mistaking a Chi-
huahua for a blueberry muffin (Cloudera, 2022). And gen-
erative AI can hallucinate, making seemingly authoritative 
statements that are factually incorrect (IBM, undated-a). 
The risks of these errors can be amplified by how and 
where AI is used. For example, using generative AI to help 
write a routine work email is much less risky than generat-
ing patient diagnoses in a hospital’s intensive care unit. In 
summary, there are many factors for decisionmakers to 
consider in identifying the right AI method for their orga-
nizations and use cases. 

How to Choose the Right Type of AI 

Table 7.1 provides some illustrative considerations to help 
determine which types of AI might be most suitable for a 
particular use case. In the table, we divide AI into three 
broad categories: generative AI methods, such as LLMs 
and diffusion models; types of DL that are not considered 
generative AI, such as convolutional neural networks and 
recurrent neural networks; and types of ML that are not 
considered DL, such as Random Forest, Naive Bayes, or 
K-Nearest Neighbor Classifiers. The considerations in the 

table are not exhaustive but represent some fundamental 
factors that are easy to ascertain and can help distinguish 
which AI methods are most suitable early in the develop-
ment of a use case. The table reflects recommended tools 
for particular use cases based on the likelihood of superior 
performance or efficiency in that case with currently avail-
able methods. However, as the field evolves, new meth-
ods may emerge that prove to be effective, highlighting 
the importance of staying flexible and adapting to these 
advancements as they come. In cases in which multiple 
types of methods are recommended, it is common practice 
to test several different options and compare their perfor-
mance to determine the best tool.

Apart from choosing the right AI method, decision-
makers should consider whether implementing AI tools 
aligns with business goals. Many organizations have 
adopted some AI tools, but the field of AI is under rapid 
and intense development, and generative AI is new and 
largely unexplored. The cost of using AI can be large or 
small, depending on whether an organization chooses an 
already existing model and applies it to their business or 
develops a model from scratch. For example, according to 
a study published by Meta, LLaMa 3 (an LLM) was trained 
on millions of dollars’ worth of high-power computing 
equipment that also required significant (and likely costly) 
labor from technical experts (Llama Team, 2024). There-
fore, along with the considerations in Table 7.1, we suggest 
three guiding questions to identify use cases for AI tech-
nology. If the answer to these three questions is yes, it may 
be worth considering AI use cases if the cost permits:

• Does it add value in your industry or domain?
• Does it fit with the operations of the organization?
• Is it worth the risk in your industry or domain?
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Value added in an industry or domain represents the 
potential benefits of adopting AI. For example, AI adop-
tion can lead to task automation, increased productivity, 
and improved efficiency in business processes. Overall, 

implementing AI can add value by reducing costs over 
time and streamlining operations. To determine whether 
the chosen AI solution aligns with the organization’s 
operations, decisionmakers should carefully consider 

TABLE 7.1

Considerations for Employing Different Types of AI

Consideration Case

Recommendation

Generative AI
Other DL  

(not generative AI)

Other ML  
(not generative AI 

or DL)

Taska Statistical analysis (e.g., predictive modeling) X X

Pattern recognition in text or numerical data X X

Image recognition X

Speech/audio recognition  X

Tracking objects in an image  X

Creating new content (image, text, audio, 
video) based on a text, audio, video, or image 
prompt 

X

Resource availabilityb High computing power (computer chips that 
can handle multiple large tasks at one time, 
distributed cloud computing) 

X X X

Low computing power (main processor in a 
personal computer or laptop)

X

Explainabilityc Prioritize simple explainability of tool outputs 
over raw performance

X

Prioritize raw performance over simple 
explainability of tool outputs

X X X

a Duda, Hart, and Stork, 2006; Goodfellow, Bengio, and Courville, 2016.
b Lawton, 2023.
c Onose, 2023.
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whether their organization is prepared to handle the 
intended and unintended consequences of AI adoption, 
taking into account budgetary constraints and available 
resources (e.g., acquiring the potentially expensive high 
computing power indicated in Table 7.1 as a requirement 
for generative AI and DL methods), as well as talent gaps 
(e.g., ensuring the organization has the expertise needed 
to interpret the outputs of the tool, both in the simpler 
case of non-DL or non-ML methods and in the more com-
plex, performance-oriented cases of generative AI and 
other DL as reflected in Table 7.1). The adopted AI should 
support the organization’s mission and overall goals with-
out hindering growth. Finally, the decisionmakers should 
analyze the potential risks associated with AI adoption. 
Such analysis includes considering the risks of AI meth-
ods re-creating human biases in their results (Hold-
sworth, 2023), leaking the sensitive data (such as person-
ally identifiable information) on which they are trained, 
or being exploited by adversaries to harm the organization 
(Tummalapenta, 2023). Therefore, it is imperative for 
decisionmakers to ask themselves the three critical ques-
tions shown on page 29 once they have selected a potential 
AI solution for their organization. 

Conclusion

There are two things that a decisionmaker should consider 
while assessing the appropriate AI for their organization. 
First, they need to appraise their business need and deter-
mine the right type of AI, depending on the availability 
of resources, complexity of the tasks, and interpretability 
of the output provided by AI. Second, the decisionmaker 
should carefully perform a cost-benefit analysis for adopt-
ing AI for their business need, also ensuring that the 
implementation of AI aligns with the organization’s mis-
sion and goals. Because the cost of adopting different types 
of AI tools can vary significantly, it is important to simul-
taneously consider both of these factors to determine the 
optimal balance of cost and performance. By choosing the 
type of AI that suits one or more of an organization’s many 
needs (e.g., HR, operations, production, sales), decision-
makers can effectively leverage AI to improve productivity, 
increase efficiency, and promote creativity and innovation 
within their organizations.

Notes
1  AI is a broad field that enables computers to imitate human 
intelligence tasks, such as reasoning, learning, and adapting (Stryker 
and Kavlakoglu, 2024).
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A
rtificial intelligence (AI) is rapidly transforming the landscape of the 
modern workforce, offering unprecedented opportunities for efficiency, 
innovation, and strategic decisionmaking (Frost and Sullivan, 2024). How-
ever, fully realizing these benefits requires a strategic approach to work-

force development—one that focuses on developing existing workers to smooth the 
transition to an AI-enabled federal workforce. 

Investing in upskilling the existing federal workforce rather than relying 
mainly on hiring new talent offers numerous advantages (discussed in Chapter 12). 
For one, current employees have a deep understanding of their agencies’ operational 
nuances, cultures, and missions. This institutional knowledge is invaluable and 
cannot be easily replicated by new hires. Another advantage is that retraining exist-
ing employees fosters a culture of continuous learning and adaptability, which is 
crucial in the rapidly evolving field of AI.

Focusing on the existing workforce also represents a more cost-effective and 
time-efficient strategy (Walsh, Yuen, and Raman, 2024). Recruiting and onboarding 
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new talent, especially in such highly competitive fields as 
AI (Chapter 13), can be a lengthy and expensive process. In 
contrast, upskilling and retraining current employees can 
be done incrementally and more flexibly, allowing agencies 
to adapt training programs to specific needs and existing 
workflows (Tamayo et al., 2023). We provide several rec-
ommendations to help military and civilian leaders develop 
an AI-capable workforce with their existing employees.

Implement a Broad Collection of 
Training Programs

The cornerstone of preparing the federal workforce for AI 
adoption is education and training (Wilson and Daugh-
erty, 2019). Employees at all levels must gain a foundational 
understanding of AI technologies, including their capabili-
ties, limitations, practical applications, and ethical con-
siderations. This foundational knowledge can be imparted 
through introductory courses and workshops that cover 
the basics of AI, ML, and data analytics. 

For employees in technical roles, advanced training is 
essential. This training should delve into the specific AI 
methodologies, programming languages, and tools used 
in AI development and deployment. Courses on data sci-
ence, neural networks, natural language processing, and 
computer vision will equip these employees with the skills 
needed to build and maintain AI systems. Partnerships 
with academic institutions and online education platforms 
can provide valuable resources for these advanced training 
programs. For employees in nontechnical roles, AI literacy 
programs should focus on how AI tools affect their specific 
roles and how they can collaborate effectively with AI sys-
tems. These programs can include interactive workshops, 

online courses, and hands-on projects to foster a deeper 
understanding of AI applications.

Role-specific training tailored to the unique needs of 
different departments will ensure that employees can apply 
AI technologies effectively within their specific contexts. 
For instance, procurement officers might need training on 
AI tools for supply chain optimization, while health care 
administrators could benefit from courses on AI applica-
tions in patient care and medical research (Chapter 5). 
Similarly, law enforcement officers might gain insights 
from AI applications in predictive policing, crime pattern 
analysis, and facial recognition technologies, while federal 
financial employees can put AI training to good use in 
fraud detection and financial analysis.

Invest in the Right AI Tools and 
Infrastructure

Providing employees with access to the latest AI tools and 
platforms is crucial for fostering innovation and enhanc-
ing productivity (Zirar, Ali, and Islam, 2023). Modern AI 
tools enable employees to experiment with various appli-
cations, develop new solutions, and seamlessly integrate 
AI into their daily workflows (Chapter 3). Access to these 
tools allows for practical, hands-on experience, which is 
essential for understanding and effectively leveraging AI 
capabilities. Creating a one-stop shop for AI tools—such as 
servers, code libraries, and development environments—
will provide a central resource for employees’ needs (U.S. 
General Services Administration, undated).

Adopting AI requires significant upgrades to the exist-
ing infrastructure (Chapter 16). Hence, the federal govern-
ment must invest in robust computing resources, cloud 
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computing services, and secure data storage solutions to 
meet the intensive processing demands of AI algorithms. 
For the workforce, such investments ensure that AI systems 
have the necessary computational power and data access 
to function effectively. Organizations should also establish 
AI centers of excellence or innovation labs to support the 
deployment and management of AI technologies. These 
centers can serve as hubs for best practices, providing guid-
ance and support to departments as they integrate AI into 
their workflows.

Foster a Culture of Continuous 
Learning

The rapid pace of AI development means that continu-
ous learning and adaptation are essential for the federal 
workforce. Establishing a culture of continuous learning 
involves creating opportunities for employees to update 
their skills and stay informed about the latest advance-
ments in the AI field. This can be achieved through regular 
training sessions, workshops, and seminars on emerging 
AI trends and technologies. Encouraging employees to par-
ticipate in AI-related conferences and industry events can 
also help them stay abreast of new developments and best 
practices. Furthermore, providing access to online learning 
platforms and resources allows employees to learn at their 
own pace and convenience.

Mentorship programs and knowledge-sharing initia-
tives can facilitate the exchange of expertise and experience 
within the federal workforce. By pairing less experienced 
employees with AI experts, agencies can accelerate the 
learning curve and foster a collaborative environment in 
which knowledge is freely shared. In the same vein, creat-
ing interdisciplinary teams that combine expertise from 
various fields can foster a more comprehensive approach 
to AI adoption. These teams can work collaboratively to 
identify AI opportunities, address challenges, and ensure 
that AI solutions are both technically sound and socially 
responsible. Encouraging cross-departmental collaboration 
can also help break down silos and promote the integration 
of AI across different functions of the government.

Conclusion 

Upskilling and retraining the federal workforce for AI 
adoption is a multifaceted endeavor that requires compre-
hensive training, infrastructure investment, and a strong 
focus on continuous learning. By equipping employees 
with the necessary skills and resources, the federal govern-
ment can effectively leverage AI to enhance its operations, 
improve public services, and maintain a competitive edge 
in an increasingly digital world. Through careful planning 
and execution, the potential of AI can be fully realized, 
transforming the federal workforce into a model of innova-
tion and efficiency.
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I
f local and state education agency leaders want to use AI to support teachers, 
they must also consider the policy changes needed to give AI tools a chance of 
working. In this essay, I address the question of how administrators can best 
support innovative technology in schools.
The one-size-fits-all approach to K–12 education fits worse than ever: Before 

the COVID-19 pandemic, teachers were charged with the challenging task of pro-
viding grade-level instruction to classes whose background knowledge and skills 
varied widely. Teachers now contend with teaching those same grade-level stan-
dards, plus the foundational skills that students missed because of pandemic dis-
ruptions, all while supporting students’ social and emotional development (Dough-
erty and Fleming, 2012; Lewis and Kuhfeld, 2024).

The challenge of catching up students from learning loss should not be under-
estimated. Addressing students’ foundational skill gaps can ultimately help students 
develop strong mastery of grade-level material, but doing so requires teachers to 
diagnose the deficit(s), provide targeted instruction, and continually assess learn-
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ing. Every student brings different strengths and academic 
needs that teachers must plan for. Many teachers lack the 
resources, time, and expertise required for this type of ongo-
ing differentiation (Pauketat et al., 2023). Moreover, teachers 
across the United States report feeling burned out, over-
worked, and underpaid (Doan, Steiner, and Pandey, 2024). 

Education and technology leaders point to AI as a 
potential solution to help students make up lost learning 
time without imposing additional burdens on teachers (e.g., 
Chen, 2023). Systems that leverage AI to blend teacher- and 
computer-led instruction to personalize student learning 
have existed for decades, been well-studied, and have often 
been found to be effective (Escueta et al., 2020). These 
systems vary in their approaches: They can serve as cur-
riculum supplements, fully replace the main curriculum, or 
even facilitate new classroom models that reimagine teach-
ers’ role in instruction. But they share the promise to iden-
tify, address, and continually monitor students’ academic 
progress and needs, potentially facilitating deeper learning 
and saving teachers time.

Prior education technology adoptions offer useful 
guidance for education leaders who are interested in AI 
systems. One of the primary challenges teachers face in 
implementing personalized learning systems, including 
those facilitated by AI, is known as the mastery versus cov-
erage dilemma: the incompatibility between personalized 
approaches that strive to develop foundational curriculum 
mastery and coverage of the grade-level standards to which 
students and teachers are held accountable (Slavin, 1987; 
Rose, 2023). 

Consider ALEKS, a tutoring software that uses 
machine learning to map students’ existing subject-area 
knowledge and offer personalized instruction that is tai-

lored to students’ readiness. RAND researchers rigorously 
evaluated ALEKS’s effectiveness as an algebra supplement 
but did not find significant benefits to the ALEKS group’s 
learning outcomes (Phillips et al., 2020).

Implementation challenges associated with the mastery 
versus coverage dilemma can help explain the disappoint-
ing result. Teachers in the study struggled to implement 
ALEKS as the developers intended; only one class out of 40 
met the usage and personalization expectations. Teachers 
worried that allowing students to build foundational skills 
with ALEKS was “giving up” time for the traditional alge-
bra curriculum. The vast majority of teachers prioritized 
preparing students for the end-of-year algebra test over 
using ALEKS. 

Nitkin, Ready, and Bowers (2022) documented similar 
challenges in their study of a personalized blended learn-
ing program for middle schoolers. The program provides 
students with daily instructional assignments that are 
customized to build on their existing knowledge with an 
appropriate level of challenge. Daily assignments could be 
technology-based, teacher-led, or small-group collabora-
tive learning experiences, and teachers’ roles shift from 
planning and leading instruction to focusing more on 
facilitation. 

Even in this radically different learning setting, 
teachers still grappled with the mastery versus coverage 
dilemma. Leading up to the standardized testing season, 
teachers overrode the software recommendations for per-
sonalized instruction in favor of grade-level material that 
would be tested.

As they contemplate whether and how to embrace AI, 
education leaders must learn from prior studies that dem-
onstrate the difficulty of implementing innovations with-
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out corresponding policy changes. Promising innovations 
cannot deliver impacts to students if the students do not 
actually receive the innovations. Teachers cannot imple-
ment innovative programs if the programs do not align 
with the priorities established by school-, district-, and 
state-level policies (Bingham et al., 2018). 

Education leaders must also ensure that assessment 
strategies are sensitive enough to measure the effectiveness 
of new programs. In personalized systems, students with 
many learning gaps might spend substantial time address-
ing those gaps before progressing to grade-level topics. Even 
if student skills grow tremendously over the course of a 
year, traditional year-end grade-level assessments might not 
capture this growth if it occurred mostly in covering topics 
from prior grade levels. As school systems work to catch up 
students after the COVID-19 pandemic, they must consider 
whether their existing assessments capture student growth 
and progress and restrategize if not (Pane, 2018).

If school systems want to embrace the personalized 
approaches that AI is well-positioned to deliver, they must 
ask teachers to prioritize mastery of learning gaps over 
traditional curriculum coverage, and they must ensure that 
incentives and structures are in place to allow teachers, 
students, and AI tools to succeed. School systems that do 
not carefully plan for and support strong program imple-
mentation will fail the teachers and students whom they 
aim to help. 
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P
ostsecondary institutions—including colleges, universities, and standalone 
career training providers—have a crucial role to play in preparing the 
next generation to develop and use AI tools in the workforce. Yet, without 
an integrated strategy that prepares the education and training system to 

respond to workforce changes, traditional education and training institutions will 
sacrifice impact and relevance and will risk being outcompeted by alternative certi-
fication providers. Those alternative providers have already contributed to the gen-
eral public’s questioning of the value of traditional college pathways. In this essay, 
we recommend coordinated strategies, depicted in Figure 10.1, that postsecondary 
institutions can use to meet the new demands of the AI workforce. 

CHAPTER 10

Helping Postsecondary Education and 
Training Institutions Overcome Barriers 
to Preparing the New AI Workforce
Charles A. Goldman, Rita T. Karam, Brandon De Bruhl
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Strategically Partner with AI Industry

As of this writing, AI industries and postsecondary institu-
tions generally have limited engagement, such as participat-
ing on program advisory boards or having a faculty member 
join industry associations. Many postsecondary institutions 

also lack the resources and know-how for developing part-
nerships. It is critical for institutions and industry to strate-
gically partner and develop a strategic vision, common goals, 
and coordinated efforts that identify essential AI skills and 
jointly develop cutting-edge career pathways and curricula. 

FIGURE 10.1

Coordinated Strategies Needed to Adapt Postsecondary Education and Training to Meet New AI 
Workforce Needs
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With strong partnerships, industry representatives 
can provide postsecondary institutions with information 
about the knowledge, skills, and competencies needed 
for careers in AI or that use AI technologies; offer real-
world examples of problems and challenges for students to 
resolve; donate and provide AI technologies; and supple-
ment instruction by offering AI-related internships and 
apprenticeships to students. Government can support 
these partnerships by providing postsecondary institutions 
with resources and guidance. 

Better Align Education and Training 
with AI Labor Market Needs 

Postsecondary institutions need to consider ways to attract 
students to new AI career pathways; redesign their cur-
riculum and career pathways to account for the prevalence 
of AI; attract, develop, and retain faculty; acquire new 
facilities and infrastructure; and support minoritized and 
underrepresented students so that by the time these stu-
dents graduate they will have developed the multifaceted 
AI skills needed for the new workforce. 

Attract Students

Postsecondary institutions will need to market their new 
programs to students and workers by connecting curricula 
to career pathways and demonstrating positive returns on 
education investment. To promote equitable opportunities 
to gain AI expertise and diversify their enrollment, institu-
tions should use marketing strategies that target students 

from racial and ethnic minority groups and should part-
ner with K–12 schools that serve these students to expose 
them to AI-related programs and certificates as early as 
middle school. Institutions can also partner to implement 
dual enrollment courses in high schools to facilitate college 
transfer into their AI programs. Postsecondary institutions 
and training centers could also market their programs in 
community and employment centers to reach adult learn-
ers and unemployed workers. 

Redesign Curriculum and Career Pathways

Postsecondary institutions will have to redesign their 
curriculum and career pathways to incorporate AI skills. 
Doing so will require more-nimble procedures for approv-
ing new courses and programs to keep pace with the evolu-
tion of AI. 

New curricula must integrate experiential learning so 
that students are exposed to the changes AI brings to the 
workplace in real time. The curricula for technical pro-
grams should include increased emphasis on coding and 
programming skills, as well as ML and data analysis across 
many areas of study. Because AI will affect many job roles, 
curricula for all programs should address how AI tools 
can be used in different fields and how to do so in ways 
that mitigate bias and promote equity. To be competitive 
in the labor market, workers will also need foundational 
skills, such as data literacy and problem solving, as well as 
nontechnical skills, such as leadership, entrepreneurship, 
creativity, and understanding of diverse contexts. 



44

Leading with Artificial Intelligence: Insights for U.S. Civilian and Military Leaders on Strengthening the AI Workforce

Attract, Develop, and Retain Faculty

Postsecondary institutions will face challenges with 
attracting and retaining AI faculty unless they can offer 
strong compensation and benefits to compete with indus-
try. Faculty across every content area will need ongoing 
professional development (which could be supported by 
industry partnerships) to understand AI tools and their 
uses and misuses as they apply to each content area and 
change over time. 

Acquire New Facilities and Infrastructure

Postsecondary institutions will need to purchase computer 
hardware, software, and networks—or subscribe to increas-
ingly popular cloud services—to support the use of AI tools 
across content areas. Technical programs would require 
additional investments in hardware and software or cloud 
services that are capable of the very high throughput neces-
sary for developing AI models. Institutions may struggle 
with the costs of dedicated data centers or subscriptions to 
cloud services, although the increasing use of open-source 
tools can help with some of these cost pressures.

Support Minoritized Students

Even if they enter programs, students of racial and ethnic 
minority groups may not gain equitable access to opportu-
nities in the AI workforce because they face a higher risk of 
dropping out of postsecondary programs. Therefore, post-
secondary institutions should target academic and non-
academic supports to meet these students’ unique needs, 
which will help them access these opportunities.

Establish Monitoring and 
Evaluation Systems

With so much innovation occurring within and outside 
education and training providers, it is essential to define 
what constitutes effective AI programs and build systems 
to track the progress and success of programs at both the 
institutional level and in the larger education-workforce 
system. 

Support Institutions with Policies 
and Funding to Overcome Barriers

Federal and state governments can support colleges, 
universities, and training providers in training the AI 
workforce by way of supportive policies (e.g., guidelines 
from government bodies regarding AI education, research 
ethics, and data use) and funding streams. For example, the 
U.S. Department of Labor could target technical assistance 
to help institutions develop their curriculum and career 
pathways and provide models of collaboration between 
postsecondary institutions and industry. Postsecondary 
education and training hold great promise in developing 
the future AI workforce, but it needs these sorts of supports 
to realize this promise.



T
he U.S. military has expansive pillars of professional military education 
(PME) to augment what service members and civilians can do on their own 
or through the civilian education system. A holistic approach is needed to 
optimize these systems to ensure that the military can effectively and effi-

ciently leverage the uses of AI and meet the internal and external threats associated 
with AI. In this essay, we provide DoD and military leaders with considerations for 
strategies to integrate AI into professional military education and training pathways.

DoD has a congressional mandate to “develop a strategy for educating service 
members in relevant occupational fields on artificial intelligence” (DoD, 2020, p. 1) 
so that service members have the skills to innovate and adapt to novel tools and 
technologies. Although some military services are already using AI technology 
in their combat training (Stilwell, 2020), a holistic approach is needed to meet the 
upskilled demands of an AI-centric work environment.1 

Military officers are required to attend PME throughout their careers as part 
of their professional development and to prepare for the complex challenges of 

CHAPTER 11

Leveraging AI in the Military Leader 
Development Framework
Dwayne M. Butler, Tuyen Dinh, Arianne Collopy
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modern warfare—a natural first step in integrating AI 
education. To be clear, AI can augment and inform—but 
certainly not replace—the critical and strategic thinking 
required of leaders. 

We offer strategic insights to help DoD integrate AI into 
the PME system. Although our focus is on the military, these 
principles could benefit any organization that has institu-
tionalized training systems for its workforce development.

Setting Conditions for Integrating 
AI into PME

To insert an AI curriculum into the tiered levels of PME 
leader training, it is important to understand the training 
and education learning environment, which will inform 
how leaders at various levels might leverage AI and use it to 
deliver PME. 

We consider PME and the potential applications for 
AI through four lenses, as shown in Table 11.1: (1) what 
enables PME delivery, (2) how PME is delivered, (3) what 
PME delivers, and (4) what PME is applied to in practice. 
Considering the actor and audience through each lens is 
helpful when enacting changes to PME systems. The vari-
ety of examples illustrates the range of doctrine or policy, 
organizational, and materiel considerations that underpin 
PME systems and delivery, which may need to be adapted 
to fully leverage AI within PME. 

Future Considerations for AI in 
PME 

PME provides a baseline of the what, who, and when that 
certain competencies must be developed across a service 
member’s career to ensure mission readiness at each stage. 

TABLE 11.1

Potential AI Applications Within PME

Lens Examples
Examples of AI Enablers  

of PME
Examples of AI Topics  

in Curriculum

What enables PME delivery? Pillars of PME and leader 
development, training structures 
and systems, policy and doctrine

AI-enabling training system (e.g., 
allocation of instructors and 
resources)

Alignment of AI tools and resources 
to pillars of PME and leader 
development

How is PME delivered? Basic training, specialty or 
advanced training, unit training, 
promotion training

Custom delivery of training content 
or custom training content

AI as a tool to enable training in 
multiple areas

What does PME deliver? Knowledge, skills, abilities, and 
competencies

LLMs or other algorithms to 
summarize and extract key 
information

AI knowledge, skills, and 
competencies

What is PME applied to? Operational mission execution, 
mission support

Mission-enabling AI of allies Mission-enabling AI of adversaries, 
how to identify disruption to DoD’s or 
an ally’s AI capability



47

Leveraging AI in the Military Leader Development Framework

Furthermore, DoD’s 2020 Artificial Intelligence Educa-
tion Strategy provides ample guidance for designing the 
training and education curriculum of which competen-
cies to develop, to be taught at what depth, and for which 
AI-based role (DoD, 2020). We suggest that the current 
PME system integrate AI in ways that match the level of AI 
instruction with the level of leadership development.

Matching AI Instruction with the Level of 
Leadership Development 

Matching the level of AI instruction to the level and tenets 
of leadership development in a mission-oriented ecosystem 
is an efficient approach to integrate AI instruction to exist-
ing curriculum. We introduce examples of AI topics in cur-
riculum that draw on the examples in Table 11.1 for each of 
the five levels of leadership development in PME:

• Precommissioning education (e.g., Reserve Offi-
cers’ Training Corps [ROTC]) currently focuses on 
foundational knowledge of U.S. defense. A founda-
tional introduction to AI concepts relevant to the 
military could include as topics the general under-
standing and application of AI.

• Primary education (e.g., pilot training) focuses on 
specialized training within a service branch, at the 
tactical level of war. At this point, service members 
should have an intermediate to advanced level of 
understanding of the foundational concepts and 
begin developing a basic level of understanding 
of AI competencies. Examples of such AI applica-
tions are identifying trends and risks, as well as 
other technical concepts that may be relevant to a 

specialty (e.g., infrastructure, coding, and software 
development; performing analysis). 

• Intermediate education focuses on the operational 
level of war. AI education at this level should aim for 
advanced knowledge in foundational concepts and 
AI applications but may retain a basic to intermedi-
ate level of knowledge in other aspects. 

• Senior education focuses on the strategic level of 
war. This education should provide at least a basic 
level of understanding across all AI competencies 
and advanced knowledge in concepts relating to 
military applications of AI, AI doctrine, AI predict-
ability, and responsible AI.

• General officer and flag officer education needs to 
encompass all the above levels of education and con-
tinue instruction in specialty roles so that topics of 
emerging AI applications and the risks and impacts 
on ally and adversary missions are appropriate.

Conclusion

Although there are ample opportunities for applying AI 
within the PME system, there are costs to implement and 
operate the tools, along with risks that reliance on AI tools 
may change how the military makes decisions and oper-
ates. There is also a risk of overemphasizing the promise of 
technological innovation by integrating AI without imple-
menting the educational components of how to effectively, 
ethically, and responsibly use it. 2 We offer the following 
recommendations:

• AI is both a topic that should be included in PME 
and a potential way to deliver PME that should be 
explored at multiple scales (see Table 11.1).
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• The desired attributes of military leaders that guide 
PME should also guide the integration of AI into 
PME.

• A four-step process should be used to phase the 
integration of AI into the PME system: 
1. Align AI to existing curricular goals and imple-

ment AI curriculum. 
2. Optimize the PME delivery system via AI to 

respond to today’s mission environment consid-
ering both who is delivering PME and for whom.

3. Identify future opportunities for AI to understand 
future mission environments and adapt the AI 
curriculum (such as using PME courses as a test 
and evaluation simulation for proposed AI solu-
tions to minimize risks or unnecessary losses).

4. Continually assess the costs and risks of AI use 
within PME and operational missions to inform 
and adapt the implementation of AI within the 
PME system and the curriculum to introduce AI 
topics and tools.
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F
ederal agencies are planning to hire hundreds of AI experts by 2025 (Heck-
man, 2024). The type and level of AI skills likely to be used by federal 
workers will be diverse. This diversity is recognized in the new U.S. Office 
of Personnel Management (OPM) skill-based hiring guidance for fed-

eral AI positions (Ahuja, 2024), which emphasizes skills over formal educational 
attainment. 

High demand for AI skills has led to a significant pay premium for these jobs 
in the private sector. In early 2024, jobs requiring AI skills were associated with a 
wage premium of approximately 25 percent relative to jobs that do not require AI 
skills (Kupelian et al., 2024), and on the job site Indeed, technology job postings 
that require skills in generative AI listed earnings that were 47 percent higher than 
other technology job postings (Gafner, 2024). The pay differential and budget con-
straints make it difficult for the federal government to compete for this talent, and, 
on hiring these workers, the government may struggle to retain them long-term 
unless it takes action.

CHAPTER 12

Retaining Workers with AI Skills in the 
Federal Workforce
Michael G. Mattock, Avery Calkins
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The federal government has several tools to maintain 
or improve the retention of civilian workers who have or 
might acquire AI skills. These tools are in the areas of com-
pensation, work environment, and training opportunities.

Raise Compensation

One option is to permanently raise pay for workers with 
AI skills—for instance by raising the grade of general 
schedule AI workers, moving AI workers to an alternative 
pay plan,1 or introducing a special pay (i.e., a permanent 
wage differential) for AI workers. Another option is to 
offer retention bonuses tied to service commitments. This 
would give the government the flexibility to adapt com-
pensation to current circumstances rather than perma-
nently raise pay to a level that in the long run could poten-
tially exceed private sector earnings. In addition, offering 
bonuses that are conditional on multiyear contracts is 
more efficient than offering unconditional special pays 
(Hosek, Mattock, and Asch, 2019). Furthermore, portions 
of compensation other than pay could be adjusted for AI 
workers to improve retention,2 as could ensuring a more 
rewarding work environment.

Improve Future Opportunities 

Another approach is to provide training in the AI skills 
needed by the federal government. Training can increase 
the opportunity wage available to workers outside their 
current organization. Figure 12.1, drawn from previ-
ously unpublished analysis in support of a RAND report 
on civilian cyber workers in DoD (Mattock et al., 2022), 

shows the cumulative retention rate at each year of service 
when cyber workers are (purple line) and are not (blue 
line) offered training with a payback period,3 assuming 
that training raises external wages. Fewer workers leave 
the organization prior to training because they anticipate 
the expanded opportunities that training can provide, 
and retention remains higher through the end of the pay-
back period. However, after the payback period, retention 
declines at a faster rate than under the baseline as these 
trained employees take advantage of new opportunities and 
the pay premium. The government could improve retention 
following the training payback period by increasing pay for 
workers who complete the training. Training will also be 
of benefit to the government if work roles are available to 
take advantage of the increased capabilities of the trained 
workers.

The Way Forward

The way forward depends on whether the wage premiums 
for AI skills in the private sector labor market are likely to 
be permanent. Wage premiums could shrink or disappear 
entirely as more workers gain AI skills, if demand shrinks, 
or if AI-related human capital depreciates more quickly 
after the current AI boom.4 If so, the government should 
opt for short-term bonuses tied to service obligations 
because they are more flexible. If wage premiums are likely 
to be permanent, raising pay might be a more appropriate 
approach. Furthermore, regardless of how persistent wage 
premiums are, we suggest that the government pursue 
options for training workers in the AI skills most needed 
for federal work—with associated service obligations and 
potentially with higher pay and a more rewarding work 
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environment to ensure that the government can retain 
such workers after training is complete. AI will continue to 
evolve and serve increasingly many uses. Ongoing training 
will enable the federal government to reap the benefits of 

AI and provide federal civilian workers with the  assurance 
that their job skills will not decay any faster than they 
would in the private sector. 

FIGURE 12.1

Training with a Payback Period but No Internal Wage Increase Might Result in a Temporary 
Increase in Retention

SOURCE: Authors’ previously unpublished analysis in support of Mattock et al. (2022).
NOTE: The graph represents a dynamic retention model simulation of the retention behavior of cyber workers with a bachelor’s degree only in occupation 
series 1550 (computer science) with one year of training starting at the beginning of the fifth year of service that incurs a three-year payback obligation and 
raises the external opportunity wage by 3 percent. The internal wage is assumed to remain unchanged in this simulation.
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D
emand for AI professionals—workers trained to build AI systems who 
typically work as data scientists, machine learning or deep learning engi-
neers, software engineers, or software architects (Gafner, 2024)—is on the 
rise, and the U.S. government and private businesses are in fierce competi-

tion for their services. Is there enough talent to go around? Although degrees are 
not necessary for many AI positions, we estimate the supply of this talent using 
the number of recent graduates with AI-relevant degrees.1 We find that the small 
number of Ph.D.’s, limits on foreign-born workers, and higher compensation in the 
private sector make that question hard to answer. 

CHAPTER 13 

Is the Domestic AI Talent Pool 
Sufficient to Meet Public Sector 
Demand?
Angela K. Clague, Srikant Kumar Sahoo
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A Disparity in Degrees

There is a significant difference across graduate levels in 
the share of graduates who have AI-relevant degrees, espe-
cially at the highest level. As shown in Figure 13.1, the per-
centage of university graduates with an AI-relevant Ph.D. 
remained below 1 percent over a ten-year period. At the 
bachelor’s-degree level, the percentage of graduates with 
an AI-relevant major doubled from 2 percent in 2011 to 
4 percent in 2021. For graduates with master’s degrees, this 

percentage increased fourfold, from 1 percent in 2011 to 
4 percent in 2021, with a peak at 9 percent in 2016.

Limits on Foreign-Born Employment

A large share of graduates with AI-relevant degrees is 
foreign-born, which may limit these graduates’ ability to 
work in the public sector. In 2021, 62 percent of AI-relevant 
Ph.D.’s were awarded to foreign-born graduates. 

FIGURE 13.1

University Graduates with AI-Relevant Training by Year and Degree Level

SOURCE: Features information from the 2012 to 2022 waves of the Integrated Postsecondary Education Data System (National Center for Education Statistics, undated).
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At the bachelor’s and master’s degree levels in 2021, 
more than 80 percent of these graduates were born in the 
United States. In jobs for which a Ph.D. is not required, 
individuals with bachelor’s and master’s degrees might 
provide a sufficient talent pool to meet rising government 
demand.

Competition with Private 
Businesses 

The government still faces steep competition from the 
private sector in recruiting AI professionals, and salary dis-
crepancies with the private sector at all degree levels puts 
the government at a disadvantage. 

In 2021, AI professionals in the private sector earned 
an average of $138,000 with a bachelor’s degree; $184,000 
with a master’s degree; and $176,000 with a Ph.D. In gov-
ernment, earnings at those three levels averaged $71,000, 
$119,000, and $156,000, respectively.2 Losing job candidates 
to the private sector potentially reduces the quantity and 
quality of the talent that may be available for and attracted 
to government service.

Ultimately, whether the talent pool is sufficient to fill 
the need may depend on whether the organization is public 
or private, the level of education the job requires, and how 
motivated individual candidates are by salary. 

Recommendations

We provide some recommendations for recruiting AI talent 
in the public sector. Although the public sector may not be 
able to offer salaries that are competitive with those earned 

in the private sector, the public sector can communicate 
the benefits of public sector careers to job seekers that 
extend beyond salary, such as job stability, employee ben-
efits (e.g., pensions), and community impacts. Public sector 
organizations can partner with academic institutions to 
educate students who are pursuing AI-relevant degrees 
about careers and internships in the public sector. Another 
way of increasing the public sector talent pool is to expand 
eligibility requirements to some foreign-born AI profes-
sionals, particularly for research and development AI posi-
tions that may require advanced degrees. 

References
Gafner, Jocelyne, “Highest Paid Skills in Tech,” Indeed, February 21, 
2024. 

National Center for Education Statistics, Integrated Postsecondary 
Education Data System, database, undated. As of September 6, 2024: 
https://nces.ed.gov/ipeds/

U.S. Census Bureau, “Public Use Microdata Sample (PUMS),” webpage, 
last updated December 15, 2022. As of September 6, 2024: 
https://www.census.gov/programs-surveys/acs/microdata.html

Notes
1  We define AI-relevant training as degree fields (such as computer sci-
ence and applied mathematics) that are typically listed on LinkedIn and 
Indeed applications for AI-building jobs.
2  Data are from the 2002 to 2022 American Community Survey (U.S. 
Census Bureau, 2022).

https://nces.ed.gov/ipeds/
https://www.census.gov/programs-surveys/acs/microdata.html


A
lthough DHS’s current focus for building a diverse AI workforce for the 
United States seems to be on how to attract and maintain international 
talent (DHS, 2024a), we argue that DHS should also consider cultivat-
ing the domestic talent pipeline in AI and, more broadly, in STEM fields. 

Attracting, recruiting, and retaining a diverse STEM workforce is particularly chal-
lenging for DHS because the private sector can offer higher salaries than the public 
sector. These staffing challenges are exacerbated by limited diversity in the existing 
AI workforce and AI talent being concentrated in very few locations nationwide, 
such as San Jose, Seattle, and San Francisco (Fitzpatrick and Beheraj, 2024). 

DHS has an imminent need to cultivate a domestic talent pipeline in AI so that 
it has a diverse pool of candidates to recruit from. In this essay, we delve into the 
specific challenges related to building a diverse AI workforce at DHS and provide 
some concrete recommendations for doing so. The DHS Inclusive Diversity Stra-
tegic Plan for Fiscal Years 2021–2024 focuses on inclusive diversity, emphasizing 
belonging and individual experience (DHS, undated). Yet, the plan does not detail 

CHAPTER 14

Building a Diverse Pool of AI Talent 
for DHS Recruitment
Neeti Pokhriyal, Angela K. Clague

57



58

Leading with Artificial Intelligence: Insights for U.S. Civilian and Military Leaders on Strengthening the AI Workforce

how to attract, recruit, and retain workers with diverse 
backgrounds (DHS, 2024a). The Department of Homeland 
Security Artificial Intelligence Roadmap 2024 recognizes 
the need to develop a diverse AI-ready workforce that can 
sustain and advance its mission across a varied portfolio, 
including but not limited to anti-terrorism, border security, 
immigration, cybersecurity, disaster prevention, emergency 
management, law enforcement, and national infrastructure 
(DHS, 2024a, p. 5). However, what constitutes a diverse AI 
workforce and how to achieve it is less clear. 

The DHS AI roadmap stresses that AI technologies 
not only deliver benefits to the public but also fuel stra-
tegic research and development efforts across all areas of 
homeland security. To fulfill these dual missions, the AI 
workforce that DHS seeks to build needs various levels of 
AI-related skills and competencies. Although some jobs 
may require AI experts with advanced degrees in computer 
science, others might be fulfilled by technical certifica-
tions and on-the-job training. The staffing demand could 
be considerable if DHS needs AI-ready staff across its 22 
agencies and its offices that are geographically dispersed 
nationwide. 

Thus, there is an imminent need to attract, cultivate, 
and match domestic AI talent unique to DHS’s demands 
while ensuring that it is done equitably so that the eco-
nomic and societal gains that AI technology has the 
potential to bring can be broadly dispersed throughout the 
country. A source of such talent is the students at minority-
serving institutions (MSIs), historically Black colleges 
and universities (HBCUs), tribal colleges and universities, 
Hispanic-serving institutions, and other academic institu-
tions that are classified as R2 (high research activity) insti-
tutions, as well as R1 (very high research activity) institu-

tions (Carnegie Classification of Institutions of Higher 
Education, undated). Figure 14.1 shows the geographic 
proximity of a sample of DHS offices and MSIs, which can 
provide a source of AI talent for DHS workforce needs.

Some institutions have ongoing engagement with 
DHS in workforce development initiatives (DHS, 2024b; 
DHS, 2024c; AI and Tech Talent Task Force, 2024). Many 
of these academic institutions cater to students from rural 
areas and communities that are traditionally underserved 
in computing (Gershenfeld et al., 2021). Thus, building 
and attracting this talent will ensure that DHS prioritizes 
recruiting its AI workforce from a diverse pool of quali-
fied candidates who are representative of the communities 
they serve and better understand the local contexts. Hiring 
qualified staff who live within geographic proximity of 
DHS offices and agencies might also help with retention 
(AI and Tech Talent Task Force, 2024), which is challenging 
in technical disciplines, where employees quickly change 
jobs to acquire rapidly evolving skills. 

Focusing on the existing challenges that DHS faces in 
building a diverse workforce, we highlight the deficiencies 
in the metric it employs to evaluate diversity. Currently, 
DHS evaluates demographic diversity—the proportion of 
men, women, and various racial and ethnic groups—by 
rank across the agency (DHS, 2023a). DHS measures diver-
sity by employees’ responses to yes/no questions about 
whether diversity, equity, and inclusion (DEI) policies, 
procedures, or communications exist in each agency (DHS, 
2023a). However, these questions do not ask whether DEI 
efforts are effective. There is no publicly available data on 
the demographic composition of the DHS AI workforce at 
present because these measures do not evaluate diversity by 
job or department. 
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FIGURE 14.1

Geographical Proximity of DHS Offices and Various MSIs

Alaska Hawaii Puerto Rico Guam Virgin Islands

MSI DHS office

SOURCES: Authors’ analysis of data from Homeland Security Investigations, 2024; Federal Emergency Management Agency, 1999; U.S. Customs and Border 
Protection, undated; and Minority Serving Institutions Exchange, 2024.
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Additionally, DHS has difficulty retaining women and 
racial and ethnic minorities long enough for them to enter 
leadership positions (Curry Hall et al., 2019). Such factors 
as remote locations and discrimination have been cited as 
possible drivers of attrition (Lim et al., 2021; Sims et al., 
2022). DHS needs to ensure that the existing difficulties 
in retaining a diverse workforce are not exacerbated in the 
context of AI. A nuanced understanding is needed on how 
job requirements and the current job climate at DHS would 
affect the hiring and retention of the AI workforce.

Recommendations

We provide the following concrete recommendations on 
how to build domestic AI talent focusing on students in 
rural and underserved communities so that DHS has a 
diverse talent pool of candidates to recruit from:

• Redesign recruiting efforts, recognizing that 
varied levels of AI-based skills and competencies 
are needed at different jobs across the DHS centers. 
Leverage DHS’s existing partnerships with aca-
demic institutions (DHS, 2024b), especially MSIs, 
to further build pathways and onramps via career 
fairs, internships, etc., so that DHS can hire students 
trained in AI and STEM fields from academic insti-
tutions, especially institutions serving rural areas 
and underserved communities in geographically 
dispersed places.

• Build robust funding mechanisms to invest, 
engage, and train the AI workforce in these under-
served communities and institutions and provide 

them with clearer and well-defined career pathways 
to hiring and retention. DHS can leverage exist-
ing programs, such as the Office of University 
Programs Minority Serving Institutions Program 
(DHS, 2023b) and the Centers of Excellence pro-
grams (DHS, 2024b). Understand the barriers faced 
by students from underserved communities in join-
ing the DHS workforce and how to lower them.

• Build robust partnerships with other federal agen-
cies (e.g., National Science Foundation, DoD) that 
fund academic centers to develop a workforce in 
emerging technologies and with industries that can 
provide certifications and training focused on DHS-
relevant aspects (Office of Critical and Emerging 
Technologies, undated). 

• Enhance how DHS measures diversity, including 
measures to evaluate whether its diversity policy is 
effective beyond reporting simple percentages. The 
DHS diversity strategic plan does not define what 
diversity means to the organization or propose how 
best to attract, recruit, and retain a diverse AI work-
force. Identify the demographic composition of the 
AI workforce, challenges with recruiting, and driv-
ers of attrition. Existing data on diversity in DHS 
does not capture this information, which is critical 
to understanding how to attract and retain a diverse 
AI workforce. 
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A
s concerns about AI’s impact on the workforce are becoming more preva-
lent across industries—from software development to entertainment—
policymakers, educators, and workers are looking for ways to prepare for a 
future in which AI is increasingly integrated into the economy. The focus 

of these discussions has been on the tasks that AI might automate; the ones it strug-
gles with get less attention. Preparing people to perform these more-difficult tasks 
may become more urgent as AI automates other aspects of people’s jobs. 

To mitigate the disruptive impact that AI may have on the workforce and pre-
pare workers for the labor market of the next decade, educators and policymakers 
must identify the tasks and work activities in which humans hold a comparative 
advantage over AI. In this essay, we address the following policy problems:

• How can organizations identify the skills and work activities that are the 
least likely to be disrupted by AI? 

• How can researchers and policymakers use this information to develop poli-
cies and strategies that foster resilience in the workforce?

CHAPTER 15

Identifying Resilient Skills in an 
AI-Enhanced Economy
Jonah Kushner, Tobias Sytsma, Éder M. Sousa
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Proactive investment in training with a focus on 
the skills required for activities that are less likely to be 
automated can help mitigate AI’s negative impacts on the 
workforce. Building on prior RAND research (Sytsma 
and Sousa, 2023), we use natural language processing to 
compare written descriptions of tasks performed in dif-
ferent occupations with the capabilities of AI tools.1 Tasks 
with more AI patents are considered more susceptible or 
“exposed” to AI automation.

Using occupational wage data and task importance rat-
ings from federal surveys, we estimated the economic value 
of tasks and the broad work activities to which the tasks 
belong.2 This approach identifies the types of work activi-
ties that are most and least exposed to AI automation and 
their economic value, and it can provide valuable informa-
tion to policymakers, educators, employers, and workers to 
help build a more resilient workforce.

Key Findings

Figure 15.1 shows the average number of AI patents for 
each work activity, indicated by the length of the bars 
(longer is greater), and the average economic value of tasks 
for each work activity, indicated by the color of the bars 
(light blue is low value, dark blue is high value). We find 
that

• Work activities involving soft skills are generally 
less exposed to AI technologies. Activities that 

involve helping or influencing others show relatively 
low AI exposure and require interpersonal interac-
tions and emotional intelligence.

• Higher-value activities that have lower AI expo-
sure appear to combine soft skills with some level 
of specialized content knowledge or nonroutine 
manual skills, defined as the ability to manipulate 
physical objects in unstandardized and unpredict-
able environments.

What do these patterns imply for the future of work 
and the demand for workers to perform certain kinds 
of activities? As today’s AI tools diffuse throughout the 
economy, they will raise productivity among certain 
occupations and drive increased needs for complemen-
tary skills. Demand may decrease for workers capable 
of monitoring, analyzing, and optimizing, with a small 
core of employees remaining to develop and implement 
AI and other tools to perform these activities. Simultane-
ously, demand may increase for workers capable of per-
forming soft skill–intensive activities. Fortunately, many 
soft skill–intensive work activities appear to be of high 
value. Moreover, AI tools could be directed to prepare 
workers for high-value, soft skill–intensive activities and 
increase their productivity by helping educate and train 
workers in the specialized knowledge that they need for 
these activities and by providing guidance and feedback 
on nonroutine manual tasks.
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FIGURE 15.1

The Least Exposed Work Activities Appear to Involve Soft Skills

Average number of AI patents

SOURCES: Authors’ analysis of patent titles from U.S. Patent and Trademark Office (2020), task descriptions from U.S. Department of Labor (2024), and earnings 
data from U.S. Bureau of Labor Statistics (undated).
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Recommendations 

We make the following recommendations:

• Policymakers should consider investing in educa-
tion and training programs that prioritize the devel-
opment of interpersonal skills, complex problem-
solving, and adaptability in the face of uncertainty 
and ambiguity. 

• Education and training institutions should ensure 
that they offer training in soft skills. This may 
involve adding to existing courses and curricula 
or building in opportunities for learners to acquire 
and practice soft skills, for example, through col-
laborative project-based learning, presentations and 
public speaking assignments, and greater use of peer 
review and peer feedback.

Notes
1  Task descriptions were drawn from the Department of Labor’s 
O*NET database (U.S. Department of Labor, 2024), which contains 
descriptions of more than 19,000 tasks performed in 923 occupations; 
descriptions of AI capabilities were drawn from AI patents. We used 
only detailed occupations in the Standard Occupational Classification 
system because they can be mapped to wage data from the Occupational 
Employment and Wage Statistics (OEWS) (U.S. Bureau of Labor Statis-
tics, undated). We identified AI patents using the U.S. Patent and Trade-
mark Office’s AI Patent Dataset, which classified all patents granted 
from 1976 to 2020 as AI or non-AI (U.S. Patent and Trademark Office, 
2020). Our final sample consists of 16,817 tasks across 715 occupations 
from the May 2024 version of the O*NET database.
2  O*NET contains ratings of importance for each task performed in an 
occupation (which are provided by a survey of workers in the occupa-
tion) and maps tasks to generalized work activities (GWAs) performed 
by workers across occupations and industries. For each task in an 
occupation, we constructed a task weight equal to the task’s importance 
rating divided by the sum of importance ratings for all tasks in the 
occupation. To estimate the economic value of each task, we multiplied 
the task weight by the average earnings for the occupation, drawn from 
OEWS. To estimate the economic value of each GWA, we averaged the 
economic value of tasks that map to each GWA in each occupation and 
then across occupations.
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A
lthough the adoption of AI promises to enhance the productivity of work-
ers and the organizations that employ them, there is growing recognition 
that effective adoption must be worker-centered. With more than 2.2 mil-
lion civilian workers and a similar number of military personnel, the fed-

eral government is the largest U.S. employer. Operating across diverse missions and 
occupations, the federal government is an ideal testing ground for worker-centered 
AI adoption. In this essay, we describe what worker-centered AI adoption looks like, 
identify key implementation barriers in federal agencies, and suggest how federal 
agencies could build on existing guidance to support worker-centered AI adoption.

When AI adoption is worker-centered, workers (1) generate ideas about where 
work processes could be improved; (2) collaborate with AI tool developers to con-
ceptualize, develop, test, and refine tools; and, once tools are implemented, (3) pro-
vide feedback on the tools and monitor the implications of their use (Leonardi, 
2023; De Cremer, 2024; Bajwa et al., 2021). These steps help ensure that tool devel-
opment resources are used efficiently, that tools meet the real-world needs of those 

CHAPTER 16

Engaging the Federal Workforce in AI 
Implementation
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who use them, and that tool use is ethical, accurate, and 
improves over time.

Unfortunately, barriers to worker-centered AI adop-
tion exist at both the worker and organizational levels. At 
the individual level, key barriers include trust and gaps in 
expertise. Lack of trust largely stems from the fear that AI 
adoption will lead to job loss. Gaps in expertise include AI 
tool developers who do not understand the processes they 
are asked to support and process experts who lack exper-
tise in AI tool development. At the organizational level, 
key barriers include resource constraints, siloization,1 and 
a lack of appreciation for the importance of the worker 
perspective. In the federal context, resource constraints 
include not having enough of the resource (time, people, 
skills, money) and not having the flexibility to trade one 
type of resource for another—a barrier that is less salient 
for private sector employers.

These limitations stem from the fact that AI initia-
tives and AI tool developers are often funded and man-
aged by organizational units that are separate from those 
doing the day-to-day work that the organization hopes 
to improve through AI tools. Siloization reinforces a ten-
dency for organizations to prioritize hiring individuals 
with AI expertise while overlooking the essential contri-
butions to tool development from those who have been 
performing the day-to-day work for years. Taken together, 
these organizational barriers make it difficult for federal 
agencies to create a sandbox in which those with techni-
cal skills and those with the needed process expertise can 
collaborate productively.

Creating such a sandbox requires planning and cre-
ativity. Reflections from AI experts, guidance issued by 
the U.S. Department of Labor (U.S Department of Labor, 

undated; U.S Department of Labor, 2024), the General Ser-
vices Administration’s Centers of Excellence initiative, and 
practical guidelines by the U.S. Department of Agriculture 
summarize some of the key workforce-related challenges to 
the worker-centered approach to AI adoption and recom-
mend actions to address these barriers.

How to Clear the Hurdles

Organizations can address individual-level barriers 
through transparency and by supporting worker training. 
For instance, conducting workshops, feedback sessions, 
and pilot projects where workers test AI tools and provide 
insights during all phases before full deployment can be 
beneficial (De Cremer, 2020; Fountaine, McCarthy, and 
Saleh, 2019). Supporting collaboration between AI develop-
ers and nontechnical employees can help ensure that AI 
tools meet an organization’s needs. This can be achieved 
by funding ground-up projects involving AI specialists and 
nonspecialist staff who grapple with AI’s practical impli-
cations and limitations, or by pairing AI developers with 
nontechnical employees at specific stages of tool develop-
ment to gain users’ perspectives and ensure AI tools meet 
users’ needs.

Robust communication mechanisms can help address 
both individual and organizational barriers. Input from 
those who understand and execute existing workflows is 
key for maintaining trust and for developing and improv-
ing AI solutions (U.S. General Services Administration, 
undated; U.S. Department of Agriculture, 2024). These 
mechanisms allow employees to propose projects, report 
issues, suggest improvements, and share experiences to 
help refine AI tools.
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Given the complexity in defining strategies and 
coordi nating actions, federal agencies are likely to face dif-
ficulties when implementing these suggestions, especially 
in engaging on-the-ground workers and fostering collabo-
ration between AI tool developers and the workers whose 
efforts those tools are designed to support. For example, 
the U.S. Office of Management and Budget provides guid-
ance on AI governance structures within federal agencies 
(Young, 2024), but it is extremely high level and does not 
compel organizations to consider worker-centered fea-
tures. Additionally, OPM has developed a competency 
framework for AI positions and offers tools for skills-
based hiring and the development of AI professionals. 
Although OPM acknowledges that “AI work is multidisci-
plinary and is not limited to one occupation” (OPM, 2024, 
p. 17), its framework primarily focuses on positions in 
which AI work constitutes at least 25 percent of a worker’s 
responsibilities. These initiatives are steps in the right 
direction, but leveraging the expertise and experience of 
those who handle the day-to-day work is the crucial link 
to achieving effective, worker-centered AI adoption in 
federal agencies.

Conclusion

To inform the development of more-concrete supports that 
bridge the gap between AI efforts at the highest levels of an 
agency and the workers who perform the activities, we rec-
ommend that federal agencies begin tracking the success 
and failure of use cases, along with the administrative bar-
riers they experience when implementing those use cases, 
tying those barriers to characteristics of the agency and 
the workforce involved in implementing the use case. Over 
time, this information can generate lessons about the rela-
tive advantages and disadvantages of certain management 
structures or features (e.g., the military personnel system 
or civilian personnel demonstration projects) when it 
comes to implementing certain AI use cases. With so much 
variation in the work environment and workforce manage-
ment structures, there is much to learn from the experience 
of federal agencies. The Department of Labor and OPM 
could help bridge the knowledge gap by creating a clear-
inghouse of examples or case studies about the promising 
practices outlined above and strategies that agencies have 
used to address the administrative barriers to their use.
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D
oD is adopting AI to enhance capabilities across various domains (Hicks, 
2024). It will likely face two significant obstacles that typically stand in the 
way of successful AI implementation. First, there is a general workforce 
resistance to AI because of concerns about job displacement, trust, and 

skill gaps (Xu et al., 2023). Second, DoD has historically experienced substantial 
resistance to new technologies, stemming from cultural inertia, risk aversion, and 
integration challenges (Birkler, Bracken, and Lee, 2021; Read et al., 2015). How can 
DoD address this likely resistance to AI? 

In this essay, we aim to help DoD effectively implement AI by exploring resis-
tance factors, proposing strategies, and considering DoD’s unique context, ulti-
mately providing guidance for successful AI adoption while prioritizing workforce 
well-being. 

CHAPTER 17 
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Technologies in DoD
Brandon Crosby, Tuyen Dinh

70



71

Understanding and Addressing Resistance to the Adoption of New Technologies in DoD

Factors Contributing to Resistance

As with any organizational change, employees’ attitudes 
and beliefs play a critical role in shaping their acceptance 
and engagement with initiatives related to AI systems. To 
mitigate resistance and create a work environment that 
supports successful implementation, it is essential to exam-
ine both the psychological and human-computer inter-
action aspects of AI adoption. We used insights from socio-
technical systems (STS) theory, which views organizations 
as complex entities composed of interdependent social and 
technical subsystems, stressing that both subsystems must 
be optimized together for the best performance (Read et al., 
2015; Walker et al., 2008).

First, we discuss three key factors contributing to resis-
tance and then propose theoretically supported solutions to 
these challenges.

Fear of Job Displacement

A primary challenge in AI adoption is that employees fear 
their jobs might be replaced by automated systems (Frey 
and Osborne, 2013; Russo, 2020). Resistance is fueled by 
concerns about job security, reduced autonomy, and slower 
wage growth (Chowdhury, Link, and van Hasselt, 2022; 
Green et al., 2017).

To mitigate these concerns, AI systems could be 
introduced through a sociotechnical redesign process that 
makes job tasks both productive and human-centered, 
enhancing task meaningfulness, skill development, and 
autonomy. Integrating AI requires job design that influ-

ences meaningfulness, responsibility, and knowledge of 
results (Hackman and Oldham, 1976). Collaboratively 
designing work structures with employees and identifying 
tasks for automation could result in more-accurate task 
selection, enhanced understanding of new systems, and 
increased job satisfaction (Brachman et al., 2024; Waterson 
et al., 2015).

Lack of Trust in AI Systems

Trust in AI systems is crucial for their acceptance and con-
tinued use (McKnight et al., 2011). Complex and confusing 
technologies can lead to negative attitudes, affecting trust 
and willingness to use such technologies. High error rates 
and visibility of errors can also undermine confidence in 
AI’s reliability, especially among employees who are famil-
iar with computer science (Ryseff et al., 2022).

Research identifies two dimensions of trust in tech-
nology: human-like aspects (e.g., ability, benevolence) 
and system-like aspects (e.g., reliability, functionality) 
(Lankton, McKnight, and Tripp, 2015). Both types of trust 
are essential for positive attitudes and behavioral inten-
tions toward AI use (Choung, David, and Ross, 2023). AI 
designers should ensure that the technology aligns with 
the desired level of human-like interaction to build trust. 
For example, conversational AI requires more human-
like attributes to foster trust compared with such tools 
as Microsoft Word (Chandra, Shirish, and Srivastava, 
2022). This alignment can enhance user engagement and 
adoption.
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Skill Gaps 

Employees are more likely to adopt new technologies 
when they believe that the tools are useful and easy to use 
(Choung, David, and Ross, 2023). If there is a mismatch 
between the workforce’s existing skills and the skills 
required to operate new AI systems, employees may resist 
adopting the technology. Therefore, organizations should 
emphasize training and quickly adopt policies to prepare 
for AI usage. Rapid technological changes require employ-
ees to be adaptable and open to learning new skills. 

Strategies to Address Resistance

Transparent Communication and 
Collaborative Implementation

Clear communication about AI goals, benefits, and impacts 
is vital to reducing resistance within DoD. Regular updates 
and opportunities for feedback build trust and engagement 
(Walker et al., 2008). Involving employees in AI design 
and implementation ensures that solutions align with their 
needs, fostering ownership and reducing resistance (Read 
et al., 2015).

Comprehensive Training and Support

Training programs could cover both technical skills and 
promote adaptability and continuous learning. Ongoing 
support—such as helpdesks, mentoring, and communities 
of practice—enhances confidence and proficiency in using 
AI (Hurley, 2018). Comprehensive training programs that 
empower employees to work with AI can boost acceptance 
and engagement (Marler, Liang, and Dulebohn, 2006). These 

programs would provide a clear rationale for the change, 
offer hands-on experience, encourage collaboration, and 
allow customization to meet individual needs.

Ethical and Safety Concerns

Developing governance frameworks and clear guidelines 
for AI use, along with rigorous testing and validation, is 
critical to ensuring ethical standards, enhancing system 
reliability, and safeguarding against potential misuse. 
Addressing ethical and safety concerns builds workforce 
trust and ensures that AI use aligns with DoD values (Cop-
persmith, 2021). Promoting transparency, minimizing 
algorithmic bias, and ensuring human oversight are essen-
tial for the responsible and effective implementation of AI 
systems.

Conclusion

AI adoption in DoD offers significant opportunities but 
also challenges, particularly workforce resistance because 
of concerns about job displacement, a lack of trust in AI, 
and skill gaps. By applying STS theory insights, DoD can 
understand and address these factors through a multi-
faceted approach that involves transparent communication, 
collaboration, training, and ethical considerations. Suc-
cessful AI integration requires a sustained effort that rec-
ognizes the interdependence of social and technical factors 
while prioritizing the human dimensions of adoption. By 
leveraging STS principles and focusing on employee well-
being, DoD can harness AI’s potential while ensuring its 
workforce remains empowered and engaged.
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T
here are several principles for the leaders charged with integrating AI 
into their workforce that emerge from this collection of essays.
AI integration into the civilian and military workforce will happen 
within systems. Leaders are tasked with integrating new tools into 

existing workplace cultures, workflows, and operating procedures. They will 
make key decisions about which new tools, if any, to acquire; how to integrate 
them into existing systems; and the risks and benefits to consider. They will 
benefit from using our taxonomy outlining the technical, ethical, legal, eco-
nomic, social, and existential risks involved in AI adoption and our primer on 
the AI ecosystem organized by supply (e.g., AI developers) and demand (e.g., 
AI users) sides with a summary of the types of skills and competencies required 
of each group. 

Much AI innovation and experimentation is already underway across fed-
eral agencies, presenting opportunities to leverage learning from these early 
adopters. Three common use cases of AI-powered tools across sectors are (1) the 

CHAPTER 18

Principles on AI Implementation for 
Federal Leaders
Rachel Slama, Nelson Lim, Douglas Yeung, eds.
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use of AI to process reams of complex technical documents 
(in this case, for FEMA); (2) the use of AI-powered chatbots 
to improve user experience (e.g., patient-provider commu-
nication in health care); and (3) the use of AI as a job aid, 
as in applying AI to HR tasks to process high-volume text 
data (such as candidate resumes), to standardize position 
descriptions, and to summarize employee survey results. 
Federal agencies can participate in the AI Community of 
Practice to leverage best practices, tools, and resources 
across agencies (U.S. General Services Administration, 
undated). 

In tandem with AI talent recruitment, federal agen-
cies will need to reskill the current workforce through 
the adaptation of existing education and training pipe-
lines. Leaders will need to upskill and retrain the existing 
workforce in tandem with hiring new AI talent. For exam-
ple, DoD contends with obstacles in hiring from the private 
sector, so it must focus significant efforts on upskilling and 
reskilling service members and civilians with basic domain 
knowledge and digital skills while also experimenting with 
innovations in hiring and retention. The essays in this col-
lection provide a rationale and considerations for investing 
in AI tools and infrastructure, which is critically important 
for government agencies that have limited human and 
technology resources compared with the private sector. 

The essays also describe ways in which K–12, postsecond-
ary, and military training institutions will need to adapt to 
meet new education and workforce training needs. Agen-
cies should also evaluate the appropriateness of partnering 
with external providers that have established credentialing 
systems. 

Human workers will play a central role in the suc-
cess of AI integration for the foreseeable future. Federal 
agencies must recruit and retain diverse domestic AI talent. 
These essays discuss mechanisms to recruit and retain 
workers, such as compensation, work environment, and 
training opportunities. The authors also offer insight into 
the types of skills that workers need to remain employed 
as jobs change and automate, and they discuss strategies 
for overcoming barriers to technology adoption, such as 
worker resistance, skill gaps, and integration challenges. 
Perhaps most importantly, the essays give concrete guid-
ance on how to engage workers in AI implementation 
because AI integration will not succeed without their 
buy-in. 
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