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T
he national security environ-
ment poses strategic chal-
lenges for human resource 
management (HRM) policies 

and systems. Then-Air Force Chief 
of Staff Gen Charles Brown (Chair-
man of the Joint Chiefs of Staff as of 
this writing) captured this challenge 
succinctly in the first of his “action 
orders” in September 2020:

Past success is no guarantee 
of future performance. The 
[U.S. Air Force] must ensure 
the future force reflects the 
identity and attributes required 
for success in the high-end 
fight. Tomorrow’s Airmen 
must be organized, trained, 
and equipped to succeed in the 

KEY FINDINGS
	■ To generate business value by meaningfully contributing to human 

resource management (HRM) process efficiency and workforce 
capabilities, the U.S. Deparrtment of the Air Force (DAF) must first 
grow a machine learning (ML) project portfolio made up of tech-
nically feasible projects that address near-term and future HRM 
needs.

	■ To effectively develop ML systems, the DAF must first specify 
HRM objectives and then select modes of decision support that 
meet those objectives.

	■ To act legally, ethically, and responsibly, the DAF must test candi-
date systems to ensure that they are safe—that is, accurate, fair, 
and explainable.

	■ To overcome inertia, the DAF must pursue transition pathways 
that involve gradually increasing the degree of ML influence or, 
alternatively, gradually increasing the significance of the HRM 
processes at stake.
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Recommendations
To continue to evaluate and leverage data technologies 
in HRM, the U.S. Department of the Air Force (DAF) 
must continuously undertake the four sets of activities 
listed below. The recommendations corresponding 
to the four sets of activities and summarized here are 
developed in the remainder of this report.

•	 Manage innovation constantly: Require a 
well-formulated business case and technical 
feasibility assessment before projects can move 
forward. Adopt a portfolio approach to man-
aging complexity.

•	 Develop effectively: Begin the design process 
with priority objectives and consider multiple 
modes of decision assistance. Prioritize devel-
opment of machine learning (ML) systems that 

automatically summarize narrative records as 
a mode of decision support.

•	 Implement safely: Use the accurate-fair-
explainable framework described in this 
report to create tailored designs that safely 
meet objectives. Publish acceptable limits for 
safety criteria in different classes of use cases 
to encourage adoption.

•	 Transition strategically: Regulate the stakes 
of the HRM decision and the amount of 
influence allotted to the ML system to find 
an implementation that balances value and 
risk. Apply ML systems to limited cases 
before gradually expanding their scope and 
consequence.

most challenging and lethal combat scenarios 
since World War II. (Brown, 2022)

Commensurate with General Brown’s action 
order, an independent committee organized by 
the National Academies of Sciences, Engineer-
ing, and Medicine, which included experts in the 
fields of industrial and organizational psychology, 
economics, and information science, also con-
cluded that the DAF must adapt its HRM system to 
meet the challenges of the national security envi-
ronment. In its final report, the committee chose 
to emphasize how to strengthen the HRM system 
through a “flight plan” made up of implementable 
actions, grouped under three major priorities: the 
data priority, the airmen priority, and the research 
priority (National Academies of Sciences, Engineer-
ing, and Medicine, 2020). 

Within the data priority, the final report places 
strong emphasis on the use of new or emerging 
technologies (Table 1 lists and defines some of the 
most common such technologies for reference). The 
report lists “digital qualitative methods, including 
technical capabilities in natural language process-
ing, text mining, and other emerging advances” as a 
“key enabler/driver” of the data priority. The recom-
mended actions for the data priority include a call 
for “expand[ing] the capability for predictive and 
prescriptive analytics to support personnel decision 

processes” as well as “identify[ing] opportunities to 
incorporate artificial intelligence and other technolo-
gies to improve data flow, granularity of decisions, 
and speed of interactions.” Finally, the actions high-
light the particular potential of natural language 
processing (NLP) to help extract information from 
the text of HRM records, stating that the DAF should 
“consider a constellation of technologies, including 
machine learning and natural language process-
ing, to better comprehend collected data and inform 
decision-making” (National Academies of Sciences, 
Engineering, and Medicine, 2020). This emphasis on 
adopting new data technologies further nests within 
a broader policy context of U.S. Department of 
Defense (DoD) and DAF strategies and directives for 
suborganizations to better leverage data in decision-
making (e.g., see DoD, 2018).

Furthermore, these recommendations are part of 
a broader context of technology development in the 
HRM and broader workplace domains. For example, 
IBM has published research testifying to the busi-
ness value of its own artificial intelligence applica-
tions in HRM, which include “candidate attraction, 
hiring, learning, compensation, career management, 
and HR support” (Guenole and Feinzig, 2018). There 
also continues to be a large and dynamic market 
for technology-driven HRM service offerings with 
embedded artificial intelligence (Josh Bersin Com-
pany, 2021; Budhwar et al., 2022).
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TABLE 1

Common Data Technologies and Definitions

Term Definition U.S. Air Force Example

Supervised ML Techniques that seek to transform data inputs 
into a predicted output, based on example  
pairs of inputs and outputs

Using data on past trainees to create a 
model that predicts training attrition risk 
based on trainee characteristics, such as 
fitness and aptitude

Unsupervised ML Techniques that seek to transform and  
organize data inputs without regard to 
producing a particular output, usually with the 
goal of understanding or simplifying data inputs

Using an algorithm to identify groups of 
similar positions for tracking and workforce 
planning

Reinforcement learning (RL) Techniques that seek to learn predictive rules 
using a reward function representing feedback 
from the system’s environment (rather than 
based on example pairs of inputs and outputs)

Developing algorithms capable of piloting 
an F-16 in simulated combat for the Defense 
Advanced Research Projects Agency’s 
AlphaDogfight Trials (Pope et al., 2021)

NLP Cross-cutting term for ML techniques that 
generate application functionality from models 
of human language

Using sentiment analysis to automatically 
classify open-ended survey responses as 
positive or negative

Optimization Finding a set of inputs that produces the best 
possible result from a model

Finding a set of selective reenlistment bonus 
multipliers that achieves retention objectives 
at the lowest possible cost

Abbreviations

DAF U.S. Department of the Air Force
DEDB developmental education designation 

board
DoD U.S. Department of Defense
HR human resources
HRM human resource management
ML machine learning
NLP natural language processing
OPR officer performance report
PReSS Performance Records Scoring System

Together, these strategies and findings lead to 
two conclusions: (1) To successfully meet strategic 
objectives, the DAF must improve the way it devel-
ops and manages human capital, and (2) the DAF 
should explore ways to leverage data management 
and analysis technologies, such as ML and NLP, to 
realize these capability improvements. These conclu-
sions connect directly to the research objective for 
this study, which is to develop ML-based decision-
support methods and tools that help HRM panel 
members or managers process and understand tex-
tual performance records.

Given that the DAF (and DoD, more generally) 
is making broad investments in improving its data 
and analysis technology, it is worthwhile to study 
how to leverage those investments for the greatest 
impact. However, we do not intend this objective to 
imply that these technologies are the only solution to 
HRM challenges. From the perspective of any par-
ticular project, functional managers should assess 
the totality of possible improvements when consider-
ing the potential value of introducing technological 
solutions.

Our Research Approach Spans 
the Life Cycle of Technology 
Adoption

Research on broader adoption of artificial intelli-
gence (much of which is likely powered by ML meth-
ods) shows that organizations, including those with 
deep technical expertise, face unique challenges in 
the HRM domain. Survey results from private indus-
try show that HRM is among the business functions 
in which adoption is the lowest (Chui et al., 2021). 
To shed light on the potential reasons for relatively 
low adoption, Tambe, Cappelli, and Yakubovich 
(2019) conducted a workshop with workforce ana-
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lytics chiefs from 20 major U.S. corporations. Their 
findings reveal barriers that relate to the inherent 
complexity of measuring HRM outcomes coupled 
with data constraints, ethical or legal unknowns that 
are difficult to work through, and possible negative 
impacts on affected employees (Tambe, Cappelli, 
and Yakubovich, 2019). Professional guidelines for 
HRM also emphasize that organizations might want 
to avoid selection procedures that are vulnerable to 
legal challenges, or those that employees or other 
stakeholders view as controversial (Society for Indus-
trial Organizational Psychology, 2018). These risks 
loom especially large given that labor law considers 
procedures that have an adverse impact on protected 
groups to be discriminatory by default unless organi-
zations can justify the procedures through rigorous 
validation (Code of Federal Regulations, Title 29, 
Part 1607). 

While there have been many successful dem-
onstrations that apply such technologies as ML and 
NLP to DAF HRM problem sets (Robson et al., 2022; 
Schulker, Harrington, et al., 2021; Schulker, Lim, 
et al., 2021; Walsh et al., 2021), the research on adop-
tion shows that identifying, developing, and imple-
menting valuable decision-support systems is more 
than an analytic challenge. Therefore, in pursuing 
our research objective of developing decision-support 
methods and tools for DAF HRM processes, we orga-

nized our research tasks around four main aspects of 
the technology adoption life cycle:

1.	 How can the DAF build and oversee a port-
folio of research and development projects 
exploring the use of ML in HRM?

2.	 How can the DAF effectively develop 
decision-support systems based on NLP?

3.	 How can the DAF test decision-support 
systems to confirm they are safe to use in 
decisionmaking?

4.	 How can the DAF strategically transition sys-
tems for operational use once they are devel-
oped and tested?

Our theory of change is that leveraging data 
technologies for strategic impact requires DAF 
decisionmakers to systematically select the right 
mix of projects, effectively execute the development 
of selected projects, establish procedures for test-
ing decision-support systems to address ethical and 
legal unknowns, and successfully transition systems 
into use in a way that is acceptable to the adopting 
organizations.

To guide decisionmaking in the functions that 
support this life cycle, we developed a series of tai-
lored reports to discuss different elements of the 
theory of change (see Table 2). Each report provides 
details on research methods and data supporting the 
topic, as well as results and detailed findings. This 

TABLE 2

Outline of Report Series

Volume 
Number Report Title Report Purpose

1 Leveraging Machine Learning to Improve Human Resource Management: 
Vol. 1, Key Findings and Recommendations for Policymakers (Schulker, 
Walsh, et al., 2024)

Overview for senior leaders

2 Machine Learning in Air Force Human Resource Management: Vol. 2, A 
Framework for Vetting Use Cases with Example Applications (Walsh et al., 
2023)

Framework for how to prioritize ML 
projects

3 The Personnel Records Scoring System: Vol. 3, A Methodology for 
Designing Tools to Support Air Force Human Resources Decisionmaking 
(Schulker, Williams, et al., 2024)

Technical report on scoring officer records

4 Safe Use of Machine Learning for Air Force Human Resource Management: 
Vol. 4, Evaluation Framework and Use Cases (Snoke et al., 2024)

Case study approach to ensure safety of 
ML systems

5 Machine Learning–Enabled Recommendations for the Air Force Officer 
Assignment System: Vol. 5 (Calkins et al., 2024)

ML system to inform officer assignments

NOTE: Current report is highlighted.
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report is intended to extract the strategic findings 
and recommendations from across the tasks, orga-
nized around the theory of change, to inform senior 
leaders in their ongoing decisions as they follow stra-
tegic guidance and pursue applications of ML in the 
HRM domain. The other reports contain additional 
findings and recommendations that are not included 
in this strategic summary.  

Managing the Innovation 
Portfolio 

The past decade has seen significant breakthroughs 
in ML and NLP. For example, deep neural networks 
can accurately forecast HRM outcomes, reinforce-
ment learning models can efficiently control dynamic 
systems, and large language models can fluently 
mimic human dialogue (Vaswani et al., 2017). The 
enthusiasm around these breakthroughs is reflected 
in the business literature and in the sizable govern-
ment and commercial investments in ML.

Organizations are no doubt expecting to garner 
a large return on ML investments. Yet the business 
literature also reveals that many organizations fail to 
realize significant business value from such invest-
ments. These organizations add technical staff, build 
infrastructure, and run demonstration projects—all 
things that the DAF does. But their efforts are ad hoc 
(Fountaine, McCarthy, and Saleh, 2019). The result is 
that (1) ML projects do not address the most signifi-
cant business opportunities, or (2) they do  
not become mature enough to transition from dem-
onstrations to full implementation.

To avoid this outcome, DAF decisionmakers 
must become experts at selecting the right ML proj-
ects. Figure 1 displays a core set of evidence-based 
steps to guide portfolio management. This frame-
work is not intended to replace processes that DAF 
analytic decisionmakers already use for evaluating 
and prioritizing potential projects. Rather, elements 
of this framework can be incorporated into these 
processes, and the framework can provide senior 

FIGURE 1

Framework for Selecting a Portfolio of ML Projects for HRM

1 Formulate business problem and proposed solution

2 Characterize the business value or impact

4 Assess the complexity of remaining projects

5 Align project portfolio with available analytic resources

3 Screen out projects that are technically infeasible

What if the use case is not speci�c 
enough to evaluate?

Return to step 1 and revise 
formulation

What if the use case is infeasible?
Return to step 1 and propose project to 
address feasibility

What if feasibility is unclear? Return to step 1 and reformulate as a feasibility study
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leaders with a consistent picture of a wide variety of 
potential HRM ML applications. In Volume 2 (Walsh 
et al., 2024), we further suggest an innovation dash-
board that tracks projects along with the outcomes 
of the steps in Figure 1, so that decisionmakers are 
aware of ideas that have already been proposed, along 
with their potential sources of business value, techni-
cal feasibility, and both technical and nontechnical 
(e.g., privacy, cultural barriers to adoption) aspects of 
complexity.

In reviewing the effectiveness of DAF processes 
for choosing ML projects for HRM, decisionmakers 
should reflect on the following recommendations, 
based on our assessment of the most-distinctive ele-
ments of the selection framework.

Recommendation 1a. Require a 
well-formulated business case and 
technical feasibility assessment before 
projects can move forward

The first three steps in the framework seek to address 
common reasons that technical projects fail to pro-
duce business value. Enthusiasm over recent break-
throughs in ML makes it tempting to begin projects 
without a clear understanding of business value, 
with the hope that the agile development process 
will reveal a path to success (Bryar and Carr, 2021). 
Decisionmakers should resist this temptation by 
sending projects that lack a fully formulated busi-
ness case, including a precise plan for how the project 
will deliver business value, to the back of the queue. 
This practice does not prohibit exploratory projects 
because decisionmakers can go beyond direct busi-
ness value and consider the value of discovery and 
the value of creating new future decision options 
(Shore, 2022).

Requiring a plausible description of the busi-
ness value of a technical project at the outset enables 
more-informed decisions and, in the long run, better 
outcomes. Furthermore, forcing organizations to 
articulate the business value of a project can be a 
useful tool for holding them accountable for under-
taking the change management steps necessary to 
follow through with implementation, such as train-
ing their employees to use the tools and eliminating 

obsolete manual processes. To assist with implement-
ing this recommendation, Volume 2 (Walsh et al., 
2024) defines the four main areas of HRM business 
value and suggests key metrics for each. These areas 
include value created through process improve-
ment, enhancing workforce skills and performance, 
increasing workforce motivation, and improving 
opportunities to use existing skills and motivation. 

Aside from requiring a fully formulated business 
case, decisionmakers should request assurances about 
potential projects’ technical feasibility. This step does 
not ensure project success, but it may screen out proj-
ects that, due to technical infeasibility, are destined 
to fail. Notably, in our assessment of nearly 20 wide-
ranging ML projects, suitable algorithmic methods 
existed for most. The primary limitation pertained to 
the availability of adequate data inputs and outcome 
measures, both of which echo back to the private-
sector research on barriers to ML adoption in HRM.

Recommendation 1b. Adopt a portfolio 
approach to managing complexity

A consistent theme in the research literature is the 
need for organizations to manage the complexity of 
projects and, implicitly, the risk of failure. Projects 
can be technically complex, depending on the data, 
modeling, or software challenges inherent in creating 
a system that meets HRM objectives. However, other 
sources of complexity (i.e., nontechnical) include 
the policy structures in place that govern how the 
system might be used, stakeholders with competing 
interests, and other workforce considerations, such as 
cultural adaptation and workforce retraining require-
ments that the new system drives. 

Rather than simply prioritizing projects in order 
of predicted business value or level of complexity, 
decisionmakers should manage these attributes with 
a portfolio approach (Figure 2). Once high-value, 
low-complexity activities (top left of Figure 3) are 
underway and low-value, high-complexity activi-
ties (bottom right) are weeded out, the remaining 
resources should fund a mix of proposals along the 
complexity-value spectrum, including high-risk, 
high-reward approaches. The conventional wisdom 
from private-sector companies is that about 70 per-
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FIGURE 2

Complexity-Value Matrix for 
Decisionmaking
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cent of an innovation portfolio should support core 
business functions and the remaining 30 percent 
should support more-transformative initiatives 
(Nagji and Tuff, 2012). This value-versus-complexity 
scoring technique allows decisionmakers to ensure 
that most resources deliver incremental wins and to 
begin shaping the culture of adoption, while some 
high-risk, high-reward efforts open the DAF up to 
transformative changes.

Executing Development 
Projects for Decision-Support 
Tools

Once a project has been added to the portfolio, deci-
sionmakers must develop the ML system by either 
using organic analytic resources or supervising 
development (if working with partner organizations). 
Those involved in the design of such systems will 
immediately run into the challenge of prioritizing 
among a wide range of possible features and design 
parameters. Should the system automate a decision, 
provide inputs to human decisionmakers, or interact 
with the decision process in some other way? What 
inputs do the human decisionmakers need, and how 

effective are candidate ML systems at delivering these 
inputs? What are the risks of different types of deci-
sion support, given the current level of functionality 
available for different candidate systems? Success in 
designing decision-support systems that contribute to 
HRM value demands an ordered process of thinking 
through these questions.

Figure 3 presents a framework for conceptual-
izing and designing ML systems for HRM. The first 
insight behind the framework is that the system 
design is inseparable from the highest-priority 
objectives of the system. The HRM objectives help 
designers select from among the many possible ways 
that ML can support an HRM decision process. 
The implementation design, in turn, affects how 
the system is evaluated. For example, a system that 
automates a decision can be evaluated based on its 
accuracy (among other important criteria), whereas 
a system that provides inputs to human decision-
makers must be judged based on the accuracy of 
the inputs and how they affect the overall decision 
outcome. If the system fails to satisfy safety criteria, 
the implementation design must be modified until 
designers can arrive at a system that contributes value 
to the HRM objective and can meet safety param-
eters. Our recommended safety criteria of accuracy, 
fairness, and explainability are discussed further in 
the following section of this report and in Volume 4 
of this series (Snoke et al., 2024), which focuses on 
safe and equitable use of ML for HRM.

To explore ways to effectively develop ML and 
NLP-based systems for HRM decision support, we 
undertook a project intended to serve as an arche-
type for systems that support human resources (HR) 
managers who review records as an input and render 
various decisions (e.g., for developmental education 
or promotion purposes). We designed and tested 
a performance scoring system, which we dubbed 
the Performance Records Scoring System (PReSS). 
As described in subsequent sections of this report, 
we followed the framework outlined in Figure 3 to 
design, implement, and evaluate PReSS. 

The engine of PReSS is a set of ML models that 
take an individual officer’s record of officer perfor-
mance reports (OPRs), break it into key terms and 
phrases, and then use the presence or absence of 
those terms and phrases to predict either a board 
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score, in the case of developmental education desig-
nation boards (DEDBs), or a promotion probability 
to the grades of O-5 and O-6. The ML models learn 
the value of individual terms and phrases by cor-
relating them with past DEDB scores and promotion 
outcomes. A completed model can then apply those 
values to the terms and phrases in a new officer 
record to arrive at a prediction. This analytic process 
is described in more detail in Schulker, Lim, et al. 
(2021), and in Volume 3 (Schulker et al., 2024) of this 
series. 

The primary output of the PReSS prototype is a 
general performance summary of the officer’s record 
of OPRs that quantifies the performance level in 
the record and extracts key phrases based on their 
impact on the estimated score. Such a summary 
could support a variety of HR decision processes that 
require performance as an input. Figure 4 shows a 
sample of these outputs for a fictional OPR contain-
ing both performance-related text and unrelated text 
from Air Force Instruction 1-1. PReSS takes a set of 
OPRs and produces the following: 

1.	 a quantitative prediction—the overall sum-
mary at the top left of Figure 4—of how 

upcoming DEDBs and promotion boards 
would view the record

2.	 a time-series plot of the quality of each OPR—
performance over time at the bottom left of 
Figure 4—revealing the underlying trend in 
performance 

3.	 a text summary of the most-positive and 
-negative statements contained in the record, 
shaded by the degree of positivity or negativ-
ity, which is the section of Figure 4 on the 
bottom right. 

Volume 3 (Schulker et al., 2024) describes the 
development process and provides a detailed over-
view of the PReSS general performance summary 
and the methods behind it.

In developing PReSS, we uncovered principles of 
interest to policymakers who oversee development 
projects for HRM decision-support systems, leading 
to the following recommendations related to design-
ing these systems.

FIGURE 3

Framework for Selecting and Evaluating ML System Implementation Design

NOTE: This framework is conceptually similar to standard processes for solving data science problems. For an example, see Chapman et al., 2000.

Accuracy

Fairness

Explain-
ability

Objectives

Implementation

Safety evaluation
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FIGURE 4

Sample Outputs from PReSS

NOTE: The PReSS methodology compares overall records, individual OPRs, and phrases within OPRs with a vector of equivalent length that 
represents the average term use throughout the data. Thus, the report identi�es the positive or negative impact of an OPR or a phrase by 
comparing the predicted score including the phrase in the record with the predicted score if the record contained the same number of 
“average-looking” terms. In practice, very few records contain statements describing negative performance. Instead, raters differentiate performance 
by replacing highly recognizable signals with vaguely positive placeholders. Thus, lukewarm statements such as “groom for Asst Flt/CC” could 
indicate average or below-average performance. The sample report contains the following abbreviations (in the order listed): Intermediate Develop-
mental Education (IDE), OPR, Company Grade Of�cer (CGO), Commander (CC), Flight (Flt), Weapons Instructor Course (WIC), Professional 
Developmental Education (PDE), Headquarters Air Force (HAF), Troops in Contact (TIC), Uniform Code of Military Justice (UCMJ), Instructor Pilot 
(IP), Calendar Year (CY), Assistant (Asst), Fighter Wing (FTW), and Company Grade Of�cer of the Quarter (CGOQ).

Recommendation 2a. Begin the design 
process with priority objectives and 
consider multiple modes of decision 
assistance

Early in a development project, it becomes clear 
that there are many design options for incorporating 
ML-based inputs into decisionmaking. Designs vary 
in terms of timing (e.g., before versus after a human 
has formulated a decision) and degree of influence 
(e.g., recommending an option versus directing 
attention to important features). Throughout this 

series, we focus on five main design implementations 
to integrate ML decision-support systems with board 
processes:

1.	 Decide. The ML system scores HRM records 
and automatically arrives at decisions without 
human decisionmaker involvement.

2.	 Recommend. The ML system provides rec-
ommendations to human decisionmakers as 
additional inputs. 

3.	 Score. The ML system provides scores to 
humans as additional inputs.
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4.	 Summarize. The ML system automatically 
summarizes OPRs for human decisionmakers.

5.	 Audit. The ML system flags irregular cases for 
human decisionmakers to review as part of an 
auditing process.

Rather than beginning with a particular imple-
mentation in mind, such as automatically scoring 
records (i.e., option 3 above), we recommend that 
the design process start with identifying the priority 
objectives of the ML system (refer to Figure 3). Dif-
ferent combinations of objectives call for different 
design implementations, as summarized in Table 3. 
The objectives also point to potential measures of 
effectiveness to evaluate the process. For example, 
if the goal is to reduce workload, the system should 
reduce the number of human decisionmakers or the 
amount of time they spend scoring records. Alterna-
tively, if the goal is to improve human decisionmak-
ing, the system should contribute to increased quality 
of decisions, measured by evidence that the decisions 
better contribute to important HRM outcomes.

We further find that it is beneficial to consider 
multiple modes of decision support to increase avail-
able options for meeting HRM objectives safely, as 
discussed in the next section of this report. To give 
one example, decisionmakers can use PReSS to com-
pletely automate the DEDB selection process, which 
would maximize the objective of reducing human 
workload by eliminating human boards entirely. But 
we show in Volume 4 of this series of reports (Snoke 

et al., 2024) that the current DEDB models are likely 
not accurate enough to meet safety considerations 
under an automatic design. Instead, an implementa-
tion in which human decisionmakers use PreSS gen-
eral performance summaries or recommendations as 
inputs can still reduce workload but are more likely 
to satisfy safety criteria by keeping a human in con-
trol of the process.

Recommendation 2b. Prioritize 
development of ML systems that 
automatically summarize narrative 
records as a mode of decision support

The majority of a person’s HR record is free-form 
text—lists of assignments, descriptions of duties, 
syllabi of educational courses, and summaries of 
key accomplishments. HR records also contain pre-
quantified, interpretable personnel attributes that are 
useful for management, such as years of experience, 
order of merit, or promotion test scores. While the 
latter type of information is easier to process and use 
in a model or visualization, the former is also needed 
to make fully informed HRM decisions.

Historically, the DAF handles decisions that 
require deliberate review of textual inputs with a 
manual review or scoring process performed by 
experienced officers, and many HRM decisions fall 
into this category. This means that the general devel-

TABLE 3

Alignment Between System Implementation Designs and ML Objectives

Objectives Decide Recommend Score Summarize Audit

Provide feedback – – – ++ –
Increase transparency + – – ++ +
Standardize processes ++ + ++ + +
Improve human decisionmaking – ++ + ++ +
Reduce workload ++ ++ – + –
Advance DAF priorities + ++ ++ + +
++ = high alignment; + = moderate alignment; – = low alignment.
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opment techniques behind PReSS could apply in 
many other areas.

Of the various design implementations that 
we considered for supporting manual reviews, the 
“summarize” implementation is the most general. 
This was the only design that is moderately or highly 
aligned with all HRM objectives that we considered. 
Automated summaries are highly useful for provid-
ing feedback, increasing transparency, and improv-
ing the accuracy of human decisions, and they are at 
least moderately useful for standardization, reducing 
human workload, and steering decisions toward DAF 
priorities. At the same time, the summarize imple-
mentation maintains a high level of human control 
over the decision process, so it is more likely than 
other designs to meet safety criteria. In fact, a sum-
mary highlights elements of the text that the system 
considers important, and therefore, it is a type of 
explanation for the system’s decisions. Thus, sum-
maries can be a useful companion tool for helping 
managers understand the model’s outputs in any of 
the other design implementations that we considered.

For all these reasons, the DAF should continue 
to invest in capabilities to automatically extract and 
summarize information from free-form text, as 
PReSS does. Note that such summaries would need 
to be evaluated using safety criteria, discussed in 
the following section and in Volume 4 of the series 
(Snoke et al., 2024). 

Demonstrating the Safety of ML 
Systems

HRM decisions affect humans and the health of the 
future force. Thus, the DAF must adopt a “first, do 
no harm” principle for making major changes to 
decision processes. To implement PReSS-like appli-
cations to support HRM decision processes, deci-
sionmakers must be able to confidently and credibly 
assert that the implementation is safe. This requires 
concrete definitions of the elements of safety and 
metrics for assessing them.

With increased investment in ML has come a 
large body of research and policy papers aiming 
to provide normative guidance for using ML (and 
artificial intelligence more broadly) responsibly and 

ethically. These policies include DoD’s own Respon-
sible Artificial Intelligence Strategy ethical principles, 
which state that use of artificial intelligence needs to 
be responsible, equitable, traceable, reliable, and gov-
ernable. These and other ethical principles1 are essen-
tial to overseeing and regulating the development 
and implementation of decision-support systems. 
Current rules and frameworks for protecting member 
privacy, for instance, would continue to apply to any 
development project. 

Three principles are especially relevant to test-
ing a system during development and deployment, 
and in Volume 4 (Snoke et al., 2024), we demonstrate 
how to apply them to our prototype decision-support 
system. Our testing framework posits that safety con-
siderations require ML systems to be accurate, fair, 
and explainable. We colloquially refer to these cri-
teria as the iron triangle. There are likely minimum 
thresholds for each criterion that will depend on the 
application. Further, the need to balance the three, as 
opposed to focusing solely on one, is represented by 
the balancing person pictured within the evaluation 
circle of Figure 3. 

•	 Accuracy means that the ML system or the 
model that it contains correctly predicts the 
outcome of interest with a high probability2 

•	 Fairness means that the ML system treats 
subgroups equivalently

The DAF should 
continue to invest 
in capabilities to 
automatically extract 
and summarize 
information from free-
form text, as PReSS 
does.
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•	 Explainability means that a human can under-
stand the factors and relationships that led to 
the ML system’s outcome.

These safety criteria are sometimes in tension 
with one another. To increase fairness, designers 
might place constraints on the system that reduce 
its accuracy or explainability. For example, career 
and performance outcomes have historically dif-
fered across demographic groups (Asch, Miller, 
and Malchiodi, 2012). To increase fairness, system 
designers might blind ML models to protected attri-
butes like race and gender, or they might use less 
explainable technical constraints to force the system 
to produce similar predictions across groups. To 
increase explainability, system designers may use 
more interpretable—but less flexible—modeling 
approaches, which could affect both accuracy and 
fairness. Testing necessarily involves balancing accu-
racy, fairness, and explainability to arrive at a design 
that meets HRM objectives and legal and ethical 
constraints.

Each element of the framework presents poten-
tial risks that must be weighed given the objective 
and intended use of the system. A failure of accuracy 
could occur if the model draws on inaccurate or 
inappropriate data,3 or if the model makes incorrect 
predictions (either when predicting decisions, such as 
whether to select an individual, or predicting quan-
titative values, such as the quality score of a record). 
Any such failure risks harming individuals if the 
system contributes to errors in decisionmaking. 

Regarding fairness, it is important to note that 
there is no single definition of fair, and it is often not 

possible to satisfy competing types of fairness. Thus, 
institutions must choose a definition to move for-
ward with testing. In our application, we differentiate 
between procedural fairness, which ensures that an 
HRM process or algorithm treats members of differ-
ent subgroups the same, and outcome fairness, which 
examines the model or process outcomes for bias.4 
Under the umbrella of outcome fairness, potential 
metrics examine whether model predictions differ 
by group, possibly conditional on other factors, and 
whether model errors skew systematically against 
particular groups.5 The consequences of failing to 
meet fairness criteria are severe and include the ethi-
cal risk of discriminating against protected categories 
of employees, as well as the legal risk of violating 
regulations prohibiting discrimination. 

Finally, explainability is critical for achieving 
HRM objectives, because humans might ignore or 
misuse systems if they do not understand how they 
contribute to better decisionmaking. Furthermore, 
defining explainability is inseparable from the 
intended audience, because different types of users 
will require different levels of explanations. Designers 
can consider using models that are inherently inter-
pretable to increase explainability, and they can also 
conduct human-in-the-loop testing to gauge how well 
people understand the functionality of the system. 

Volume 4 describes the process for defining and 
measuring accuracy, fairness, and explainability of 
ML systems for HRM (Snoke et al., 2024). Drawing 
on our findings from using this framework to evalu-
ate PReSS for the use case of officer selection boards, 
we offer the following policy recommendations for 
evaluating ML-based decision-support systems more 
generally. 

Recommendation 3a. Use the 
accurate-fair-explainable framework 
to create tailored designs that safely 
meet objectives

There are not universal definitions for accuracy, fair-
ness, and explainability, and satisfying one definition 
does not ensure that the ML system satisfies others. 
For example, fairness could mean that the ML system 
yields equal outcomes for different demographic 

Each element of the 
framework presents 
potential risks that must 
be weighed given the 
objective and intended 
use of the system.
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groups or that it yields equal outcomes for otherwise 
identical individuals from different demographic 
groups. Thus, to permit concrete evaluations of 
ML systems, decisionmakers must first select from 
agreed-upon definitions of accuracy, fairness, and 
explainability, and they must specify the relative 
importance of each given a particular application. 

Consider one subset of our selection board use 
cases as a brief illustration. Existing selection board 
processes begin by having panels score all records. 
Then, records that are close to the selection threshold 
(a.k.a., in the gray) receive another review before the 
board renders a final decision. PReSS could replace 
the first round of scoring, freeing up panel members 
to focus exclusively on the gray-zone records, thus 
saving labor while affording panels additional time to 
focus on the hardest cases (Figure 5).

To arrive at a safe design for this system, deci-
sionmakers must first define accuracy, fairness, and 
explainability. Accuracy means that the system would 
agree with a human-centric board process a high per-
centage of the time. We consider multiple definitions 
of fairness in Volume 4 (Snoke et al., 2024) but, for 
simplicity, assume that we want to meet the strictest 
definition of fairness: independence, which requires 
that the system outcomes are the same for members 

FIGURE 5

Example ML System Implementation Design in Which System Recommendation 
Automates Part of the Board Decision

NOTE: The ML system scores of�cers’ OPRs and divides records into three tiers: select, evaluate before selecting, and do not select. Human 
boards score records labeled evaluate before selecting, and they accept system recommendations for records labeled select and do not select.

Board scoreHuman boardPerformance recordOf�cer Final decision

Recommendation:
Evaluate before selecting

ML system

8.0

of different subgroups—that is, final selection rates 
for PReSS should be the same for all demographic 
groups. Finally, explainability means that human 
board members can understand the model inputs and 
outputs and the procedure for generating predictions. 

Our results when we analyze promotion boards 
show promise. For both O-5 and O-6 selections, 
PReSS models have high accuracy, they are fair 
along the gender dimension, and they are inherently 
interpretable.6

However, if we were unable to achieve a safe ver-
sion of the decide implementation for the first stage of 
this process, this would not be the end of the design 
process. We could select an alternate design imple-
mentation that maintains human control of that 
stage of the process, or we could even use the system 
in an auditing capacity, in which it would not directly 
influence the decision process but could still contrib-
ute to some of the objectives. This limited summary 
of how to apply the accurate-fair-explainable criteria 
illustrates how the framework equips decisionmakers 
and developers to articulate safety criteria and exam-
ine systems through a safety lens. 
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ommendations will help decisionmakers find transi-
tion pathways for new ML systems. 

Recommendation 4a. Regulate the 
stakes of the HRM decision and the 
amount of influence allotted to the ML 
system to find an implementation that 
balances business value and risk

We suggest two primary dimensions that determine 
the best transition pathway for an ML system in 
the HRM domain: the stakes of the decision and 
the amount of influence the ML system has on the 
decision. Different combinations of these dimen-
sions lead to the four zones depicted in Figure 6. 
Implementations in which both the stakes of the 
decision and the influence of the ML system are low 
represent low-risk deployment cases for minimally 
viable products (lower left quadrant). These imple-
mentations are valuable because they offer oppor-
tunities to expose users to an imperfect system so 
that it can be improved. Decisionmakers may then 
extend low-influence ML systems to high-stakes 
processes (upper-left quadrant). This is appropriate 
when human ownership of the process is of strategic 
importance, such as for promotion boards. 

Alternatively, decisionmakers may increase the 
degree of ML influence for low-stakes processes 
(lower-right quadrant). This is appropriate when 
efficiency gains from greater reliance on the ML 
system outweigh the costs of errors. Ultimately, deci-
sionmakers may adopt implementations in which 
both the stakes of the decision and the influence of 
the ML system are high (upper-right quadrant). This 
is appropriate only if decisionmakers trust the ML 
system at least as much as they trust existing human-
centric processes. The dots within each quadrant 
further illustrate the framework using variations on 
how PReSS can be employed.

Recommendation 3b. Publish 
acceptable limits for safety criteria 
in different classes of use cases as a 
means of encouraging adoption

One factor limiting greater adoption of ML in the 
HRM domain is uncertainty over the level of safety 
required. How safe is safe enough? Here, policies 
might encourage adoption by publishing acceptable 
limits or benchmarks for safety criteria in different 
classes of use cases. For instance, Title 29 of the Code 
of Federal Regulations states that, in the civilian 
labor context, cases in which a subgroup selection 
rate is at or below 80 percent of the rate for the most-
selected group are generally considered evidence of 
adverse impact (Code of Federal Regulations, Title 
29, Part 1607). While the law states that some smaller 
differences could still constitute adverse impact, the 
benchmark provides needed clarity to employers 
when designing recruitment and selection processes. 
If the DAF were to adopt such rules for different 
classes of use cases, it would empower HRM practi-
tioners to adopt ML systems, knowing that they have 
met agreed-upon safety standards. 

Finding the Right Transition 
Pathway for an ML System

The ability to meet safety criteria is a no-latitude 
requirement for any use case. This reality might 
seem to be in tension with the principles of agile 
software development, which stress releasing incre-
ments as early as possible to reap the maximum 
value over time and to generate feedback crucial for 
rapid improvements (Shore, 2022). In the case of 
ML for HRM, decisionmakers can resolve this ten-
sion by further tailoring their system implementa-
tion according to a decision-support system’s level 
of maturity. Early releases of a system can target 
lower-stakes use cases with less-strict safety require-
ments, or they can exert less influence over outcomes 
by retaining humans in the decision process. As the 
system improves over time and garners higher trust 
and confidence from users, decisionmakers can alter 
the system’s implementation scope and increase its 
contribution to HRM objectives. The following rec-
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FIGURE 6

Framework for Selecting and Evaluating ML System Implementation Design,  
with Example PReSS Implementations

NOTE: Sq/CC = squadron commander.

How much does ML in�uence the decision?
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ow
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h 
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e?

Human process strategically 
important 

Only if ML system trusted as 
much as human process 

Lower-risk deployment to 
generate feedback for system

Ef�ciency gains outweigh 
cost of errors

Audit promotion board results to 
understand decisions 

Presort and summarize 
records for DEDBs

Make summary report tool 
available to key managers

Prescreen for invitation to Sq/CC 
assessment program

Invite high-performers to apply 
for key positions

Recommendation 4b. Apply ML 
systems to limited cases before 
gradually expanding their scope and 
consequence

HRM decisionmakers often do not face a go/no-go 
decision with respect to whether to use an ML 
system. If a particular implementation is deemed too 
risky, they can select from potentially less capable but 
safer designs for the initial deployment and gradu-
ally increase either the ML influence or the outcome 
stakes to generate greater business value as the 
system proves itself trustworthy. For example, using 
PReSS models to fully automate a selection decision 
is likely too risky at this stage in its development. 
But decisionmakers can reduce the risk by adopting 
the less influential “recommend” or even the “audit” 
design implementations to begin to generate business 
value while continuing to improve the system. Alter-
natively, they could identify use cases for PReSS that 

could have a greater influence—but on lower-stakes 
decisions. They could even consider a minimally 
influential implementation for low-stakes decisions, 
such as providing the PReSS general performance 
summary capability to managers or individuals 
during a testing phase.

The lesson of the framework is that there is sig-
nificant flexibility in choosing the implementation 
of an ML decision-support system that could permit 
decisionmakers to continue to embrace the agile 
mantra of “release early, release often.” 

Conclusion

Successfully leveraging data technologies for value 
in the HRM domain requires the DAF to broaden 
its focus beyond particular projects and consider the 
four pillars that we discuss in this report (Figure 7). 
Decisionmakers at Headquarters Air Force and in 
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key HRM centers must select the right portfolio of 
projects, execute their development effectively, pro-
vide developers with the tools to design safe systems, 
and open up many transition pathways to encourage 
broader use of systems at different levels of maturity. 
In this way, the DAF can overcome adoption chal-
lenges and begin to move toward strategic objectives 
for leveraging data technology to improve HRM 
decisions. 

FIGURE 7

Summary of Recommendations for Leveraging Data Technologies in HRM

• Use the accurate-fair-explainable framework to create tailored 
designs that safely meet objectives.

• Publish acceptable limits for safety criteria in different classes 
of use cases to encourage adoption.

• Begin the design process with priority objectives and 
consider multiple modes of decision assistance.

• Prioritize development of ML systems that automatically 
summarize narrative records as a mode of decision support.

• Regulate the stakes of the HRM decision and the amount of 
in�uence allotted to the ML system to �nd an implementation 
that balances value and risk.

• Apply ML systems to limited cases before gradually expand-
ing their scope and consequence.

• Require a well-formulated business case and technical 
feasibility assessment before projects can move forward.

• Adopt a portfolio approach to managing complexity.
Manage innovation constantly 1

Implement safely 3

Develop effectively 2

Transition strategically 4

Maximize potential value of data technologies in HRM

Notes
1   For example, researchers from the Berkman Klein Center 
for Internet and Society at Harvard University identified eight 
themes from the body of work on artificial intelligence prin-
ciples: privacy, accountability, safety/security, transparency/
explainability, fairness/nondiscrimination, human control, pro-
fessional responsibility, and promotion of human values (Fjeld 
et al., 2020).
2   According to professional standards for personnel selection, 
the essential principle in evaluating any procedure is to establish 
that it is job-related by tying it to an important aspect of work 
behavior. These standards use the term validity to refer to the 
demonstration that a system accurately predicts work behavior 
and, thus, can be interpreted as intended in the selection process 
(Society for Industrial Organizational Psychology, 2018).

3   In the HRM domain, it is vital to think carefully about the 
appropriateness of the data. With many HRM outcomes, includ-
ing board selection decisions, there is no objective “ground 
truth” upon which to base model predictions. In every applica-
tion, a model’s capability will be constrained by the usefulness of 
the available data. If the data are not closely related to the HRM 
decisions, the model would not be safe to use. 
4   Similarly, professional standards for personnel selection note 
that “equitable treatment of all examinees during the selection 
process” is one potential meaning of fairness, while other poten-
tial meanings focus on fairness as a lack of bias in measurement 
(Society for Industrial Organizational Psychology, 2018). 
5   Personnel selection guidelines refer to systematic errors 
against subgroups as predictive bias (Society for Industrial Orga-
nizational Psychology, 2018). 
6   For example, we show in Volume 4 (Snoke et al., 2024) that a 
system that applies this design to the O-5 promotion process, 
while classifying 25 percent of the records outside the gray zone, 
would be over 98 percent accurate, with false negative errors 
(those that incorrectly fail to select worthy officers) occurring at 
a rate of 0.5 percent. This implementation satisfies the indepen-
dence fairness criterion, given that it selects women at a slightly 
higher rate than men. And the method behind the system, 
logistic regression, is considered in many cases to be inherently 
interpretable.
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